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“Avaliar politicas publicas é o instrumento mais efetivo
para garantir que os recursos publicos estejam a servigo

’

de resultados concretos.’

GERTLER, Paul J. et al. (2016)



RESUMO

Este estudo teve como objetivo analisar a aplicagdo de ferramentas de Inteligéncia Artificial
(IA) na avaliagdo de politicas publicas educacionais, com foco nos programas Fundo de
Financiamento Estudantil (Fies) e Programa Universidade para Todos (Prouni). A pesquisa
parte da identifica¢dao de fragilidades estruturais apontadas pelo Tribunal de Contas da Unido
(TCU) nesses programas, tais como a fragmentagao de dados, a auséncia de indicadores
eficazes e elevados indices de inadimpléncia, que comprometem sua efetividade e
sustentabilidade. Por meio de uma abordagem qualitativa, baseada em revisdo bibliografica e
estudo exploratério e de casos, buscou-se compreender como técnicas de 1A, como Machine
Learning, Processamento de Linguagem Natural e anélise de Big Data, podem contribuir para
a tecnicizacdo da andlise de dados, a predi¢do de comportamentos de risco e o fortalecimento
da transparéncia e do controle social. Os resultados indicam que a adocao dessas ferramentas
pode potencializar a eficiéncia e a efetividade dos programas, alinhando-se as tendéncias
internacionais de modernizagao e aprimoramento. Todavia, também foram apontadas questdes
relevantes, como o risco de viés algoritmico, questdes éticas e morais, a prote¢do de dados
pessoais e a necessidade de adaptagdes institucionais para assegurar a implementacao segura e
eficiente dessas tecnologias emergentes. Conclui-se que a integracdo da IA na avaliagdo de
politicas publicas educacionais representa uma oportunidade promissora para a gestdo de
politicas publicas, desde que acompanhada de governanga ética, democratica e capacitagdo

dos gestores.

Palavras-chave: Avaliacdo de politicas publicas. Inteligéncia artificial. Fies. Prouni.
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1. INTRODUCAO

A avaliagdo de politicas publicas configura-se como um instrumento de suma
importincia para o aperfeigoamento da gestdo publica, promovendo a efetividade, a
eficiéncia, a eficicia e a transparéncia das a¢des governamentais. No Brasil, programas como
o Fundo de Financiamento Estudantil (FIES) e o Programa Universidade para Todos
(PROUNI) desempenham papel central na democratizagdo do acesso ao ensino superior,
sendo vias para beneficiar milhdes de estudantes nas ultimas décadas.

Recentes auditorias realizadas pelo Tribunal de Contas da Unido (TCU) identificaram
importantes deficiéncias na logica de criagdo, na operacionalizagdo € no monitoramento
desses programas, apontando lacunas significativas na disponibilizacdo de dados e na
avalia¢do dos resultados alcangados (TCU, 2024). A auséncia de mecanismos sistematicos e
eficazes de acompanhamento compromete ndo apenas a eficiéncia administrativa, mas
também a capacidade de prestacdo de contas e a formulagdo de politicas educacionais
baseadas em evidéncias.

Nessa conjuntura, o avango da Inteligéncia Artificial (IA) e ciéncia de dados oferece
novas possibilidades para a gestdo de politicas publicas, especialmente na andlise preditiva,
no processamento de grandes volumes de dados e na automatizagao de processos. A aplicagao
dessas ferramentas pode contribuir de modo significativo para o aprimoramento dos sistemas
de monitoramento ¢ avaliagdo de politicas publicas, potencializando a eficiéncia, a
transparéncia e a accountability (prestacao de contas) (Nielsen; Rinaldi; Petersson, 2024).

Assim, o presente trabalho propde-se a investigar de que forma a IA pode ser utilizada
como instrumento de apoio a avaliacdo e a gestdo dos programas Fies e Prouni, a luz das
falhas apontadas pelo 6rgao de controle e das tendéncias de modernizagdo da administragao
publica.

Este estudo justifica-se pela necessidade de explorar solu¢des inovadoras que possam
mitigar as limitagdes identificadas, fortalecer a capacidade estatal de intervengao e, sobretudo,
assegurar que politicas publicas educacionais de grande alcance, como o Fies e o Prouni,
sejam conduzidas com maior eficiéncia, equidade e transparéncia para responsabilizacdo. Para
tanto, o trabalho serd estruturado da seguinte forma: na primeira parte, serdo apresentados os

fundamentos teoricos sobre avaliagdo de politicas publicas e sobre as principais defini¢des de
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IA no contexto de avaliacdes. Em seguida, serd realizada uma analise das falhas detectadas
pelo TCU nos programas Fies e Prouni, propondo-se solugdes baseadas em ferramentas de IA.
Por fim, serdo discutidos os desafios da integragdo dessas tecnologias na avaliacdo e no

aperfeigoamento destas politicas publicas educacionais.

1.1 Contextualizacao

A avaliagdo de politicas publicas consolidou-se, nas tltimas décadas, como uma etapa
indispensavel no ciclo das politicas governamentais, buscando assegurar que decisdes estatais
sejam orientadas por critérios de eficiéncia, eficicia e efetividade (Weiss, 1998; Arretche,
2013). A crescente complexidade dos problemas sociais € a necessidade de respostas mais
céleres e precisas por parte da administracdo publica ampliaram a demanda por metodologias
inovadoras que potencializem os processos avaliativos (Souza, 2006).

Simultaneamente, os avangos tecnoldgicos, especialmente no campo da A, tém
promovido transformagdes significativas na gestdo publica e na formulagdo de politicas
publicas. A A, por meio de ferramentas como aprendizado de maquina (machine learning) e
processamento de linguagem natural, expande as habilidades analiticas dos gestores publicos
que sabem manejar, permitindo a analise de grandes volumes de dados que nao conseguiriam
ser devidamente considerados por humanos (Russell; Norvig, 2021).

Segundo Margetts e Dorobantu (2019), a aplicacdo da IA na administragao publica
pode potencializar ndo apenas a eficiéncia, mas também a transparéncia e a accountability,
desde que acompanhada de critérios éticos e regulatorios adequados. No contexto brasileiro,
programas como o Fies e o Prouni desempenham papel estratégico na promocao do acesso ao
ensino superior e na reducao das desigualdades sociais.

Entretanto, a gestdo e a avaliacdo desses programas apresentam desafios relacionados
a mensuracao de seus impactos e a identificacdo de seus publicos-alvo, aspectos que podem
ser aprimorados com o uso de sistemas baseados em inteligéncia artificial como serd
evidenciado posteriormente. Como salienta a Unesco (2021) em artigo que trata também de
oportunidades na educagdo, a IA pode contribuir para o monitoramento continuo de politicas
publicas, oferecendo subsidios para corre¢des de rumo e aprimoramento das agdes

governamentais € mais eficiéncia.
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No Brasil, além dos desafios técnicos, o debate sobre a regulamentacio da IA estd em
curso, com propostas legislativas que buscam estabelecer principios e diretrizes para seu
desenvolvimento e uso responsavel, especialmente no setor publico (Brasil, 2023). Assim, a
integracdo entre inteligéncia artificial e avaliacdo de politicas publicas requer ndo apenas
inovacdo tecnoldgica, mas também atengdo as questdes éticas, juridicas e institucionais
envolvidas.

Este Trabalho de Conclusao de Curso se prop0s, portanto, a analisar de que forma a
inteligéncia artificial pode contribuir para o aperfeicoamento das metodologias de avaliagdo
de politicas publicas, com especial foco nos citados programas educacionais federais, bem

como discutir os principais desafios e perspectivas dessa integracdo no contexto brasileiro.

1.2 Pergunta de Pesquisa

Considerando a contextualizagdo, a pergunta de pesquisa ¢é: “quais sdo as
potencialidades e os desafios da aplicagdo de inteligéncia artificial no monitoramento e

avaliacdo dos programas Fies e Prouni?"

1.3 Objetivos
1.3.1 Objetivo Geral

O objetivo geral deste estudo ¢ analisar o potencial da inteligéncia artificial para
aprimorar a avaliagcdo de politicas publicas de educacdo superior, especificamente no contexto
do Fies e Prouni, considerando as recomendagdes do TCU e sua aplicacdo na melhoria da

eficacia dessas politicas.

1.3.2 Objetivos Especificos

Para alcancar o objetivo geral, os seguintes objetivos especificos sdo propostos:
a) Investigar as principais falhas e lacunas nos processos de monitoramento e avaliacdo do
Fies e do Prouni, com base no relatorio do TCU de 2024;

b) Mapear as tecnologias/ferramentas de A que podem ser aplicadas na analise € na
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melhoria da gestdo destas politicas publicas educacionais;
c) Analisar os desafios da aplicagdo de IA para superar as deficiéncias identificadas nos

programas.

1.4 Justificativa

A avaliacao de politicas publicas ¢ uma etapa essencial para garantir a efetividade, a
eficiéncia e a transparéncia das a¢des governamentais. No entanto, no contexto brasileiro,
especialmente em programas estratégicos como o Fies e o Prouni, sdo identificadas
deficiéncias significativas na sistematizagdo do monitoramento e da avaliagdo, bem como na
gestdo e na transparéncia dos dados, como apontado pelo Tribunal de Contas da Unido.

Paralelamente, o avango das tecnologias emergentes, em especial da inteligéncia
artificial, oferece novas possibilidades para enfrentar esses desafios. Técnicas de aprendizado
de maquina e andlise de dados massivos (big data) podem auxiliar no aprimoramento das
metodologias avaliativas, permitindo diagnodsticos mais precisos, analises preditivas e a
geracao de evidéncias robustas para a tomada de decisdo (Margetts; Dorobantu, 2019).

Nesse cenario, a escolha do tema justifica-se por sua atualidade, relevancia social e
potencial inovador. A integracdo entre IA e avaliagdo de politicas publicas representa uma
juntura promissora tanto para a pesquisa académica quanto para a pratica administrativa. A
caréncia de estudos aplicados que abordem essa intersecc¢ao reforga a relevancia da proposta.

Além disso, o debate legislativo em andamento sobre o uso ético e responsavel da IA
em ambientes publicos, conforme os projetos de lei em tramitagdo na Camara dos Deputados
e no Senado Federal, demonstra a urgéncia de se estabelecer critérios técnicos € normativos
para sua aplicagdo em politicas sociais (Brasil, 2025b). O presente trabalho buscou contribuir
para esse debate, apresentando uma andlise critica e propositiva sobre como a inteligéncia
artificial pode ser incorporada como ferramenta de apoio a avaliacio de programas
educacionais federais.

Assim, a pesquisa se justifica por seu carater interdisciplinar, por abordar uma lacuna
concreta na administragdo publica brasileira e por propor solugdes baseadas em evidéncias,
com apoio em ferramentas tecnologicas emergentes que podem transformar a forma como

politicas publicas sdo acompanhadas, avaliadas e aperfeicoadas.
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2 REFERENCIAL TEORICO

2.1 Avaliacao de Politicas Publicas

Politicas Publicas pode ser definida como toda acdo governamental com finalidade
publica. Os autores Howlett, Ramesh e Perl (2013) conceituam a avaliagdo de politicas
publicas como “o estagio do processo em que se determina como uma politica de fato esta
funcionando na pratica. Ela envolve a avaliacio dos meios que sdo empregados e dos
objetivos que sdo atendidos” (p. 199).

Em outros termos, a avaliagdo de politicas publicas pode ser definida como o processo
sistematico de investigacdo sobre os méritos, a eficicia e os impactos de programas
governamentais, com vistas a informar decisdes de aperfeicoamento ou redirecionamento das
acdes estatais (Weiss, 1998; Dunn, 2012). Segundo Dunn (2012), a avaliag¢do se distingue de
outros processos administrativos, como o monitoramento ou o controle, pois estd orientada
ndo apenas a verificar o cumprimento de metas, mas também a compreender a adequacao e a
efetividade das politicas no alcance dos objetivos sociais propostos.

Diversos modelos teodricos orientam a pratica avaliativa. Um dos mais classicos € o
modelo logico, que parte da formulacdo de uma cadeia causal entre insumos, atividades,
produtos, resultados e impactos (Fischer, 2007). J4 a avaliacao baseada em resultados foca a
mensuragao de indicadores de desempenho, sendo fortemente utilizada no contexto de
politicas publicas educacionais, onde o acesso, a permanéncia e o desempenho académico sao
dimensdes-chave (Arretche, 2013).

Entre os principais desafios a avaliacdo de politicas publicas, destacam-se: a
complexidade dos fenomenos sociais, a diversidade de interesses envolvidos e a dificuldade
de coletar dados confiaveis e atualizados (Dunn, 2012). Estes aspectos sdo particularmente
relevantes no caso de politicas de financiamento estudantil, como o Fies e o Prouni, que
envolvem multiplos atores e uma extensa base de dados.

Em 2017, a Intosai publicou a NBASP 9020 (Instituto Rui Barbosa, 2021) que trata da
Avaliacdo de Politicas Publicas e que acrescenta a dimensdo utilidade da politica publica
como parte dos quesitos a ser avaliado (INTOSALI, 2017). Trata-se de uma analise completa a

fim de entender se a agdo governamental tem impactos significativos e se de fato ¢



17

indispensavel. A defini¢do trazida pela norma ¢ a seguinte:

Uma avaliagdo de politica publica ¢ um exame objetivando avaliar a
utilidade desta politica. Ela investiga seus objetivos, a implementagdo, os
produtos, os resultados e impactos tdo sistematicamente quanto possivel, e
mede seu desempenho com a finalidade de verificar sua utilidade. Avaliacao
assim torna-se crescentemente importante para o debate publico na medida
em que os lideres politicos precisam tomar decisdes baseadas em evidéncias
(tradugdo e grifos nossos) (INTOSAL 2017).

Avaliar politicas publicas € essencial se quisermos melhorar a qualidade das despesas
publicas e ampliar a transparéncia e governanga. A juncdo de modelos e métodos avaliativos
tradicionais combinados com metodologias emergentes com uso de IA apresentam grandioso
potencial para gerar utilidade as avaliagcdes e at¢ mesmo interferir nas escolhas publicas na
andlise de varios critérios de priorizagao.

As avaliagdes constituem um campo interdisciplinar que visa aferir a eficacia,
eficiéncia, efetividade e impacto das agdes estatais no atendimento ao interesse publico. Para
isso, foram desenvolvidos ao longo do tempo diversos modelos € métodos que orientam tanto
o processo avaliativo quanto os critérios de analise, a depender dos objetivos especificos da

politica e do contexto institucional.

2.1.2. Modelos e métodos de avaliacao

De maneira geral, os modelos de avaliagdo podem ser classificados em trés grandes
grupos: avaliacdes ex ante, avaliagdes de processo (ou de implementacdo) e avaliagdes ex
post. A avaliacdo ex ante busca prever as possiveis externalidades e riscos de uma politica
antes de iniciar a execugao pratica do ciclo. A avaliagdo de processo, por sua vez, analisa a
execucdo da politica em tempo real, com foco na eficiéncia operacional e na aderéncia aos
objetivos propostos. Ja a avaliagdo ex post investiga os impactos e os resultados concretos da
politica apds sua execucdo, sendo considerada essencial para o ciclo de aprendizagem
institucional (Gertler et al., 2016).

No que se refere aos métodos, ha uma ampla gama de abordagens quantitativas,
qualitativas e mistas. Os métodos quantitativos, como experimentos aleatorizados (RCTs),

modelos econométricos e andlise contrafactual, permitem mensurar causalidades e efeitos
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diretos das intervengdes, sendo amplamente utilizados em avaliagdes de impacto. J& os
métodos qualitativos, como estudos de caso, entrevistas em profundidade e grupos focais, sdo
fundamentais para a compreensdo dos mecanismos de implementacao e das percepgdes dos
atores envolvidos. Ja4 os métodos mistos integram ambas as abordagens, buscando oferecer
uma analise mais abrangente e contextualizada (Weiss, 1998).

A crescente disponibilidade de dados massivos (big data) e o avanco das tecnologias
digitais tém potencializado o uso de metodologias inovadoras, como o uso de inteligéncia
artificial e aprendizado de maquina na identificacdo de padrdes ¢ na constru¢cdo de modelos
preditivos. Essas ferramentas estdo progressivamente sendo integradas aos métodos
tradicionais, sobretudo em avaliagdes de larga escala e com necessidade de monitoramento
continuo (Margetts; Dorobantu, 2019).

Em sintese, a escolha dos modelos ¢ métodos de avaliagao deve sempre prezar pelas
caracteristicas da politica, pelos objetivos do avaliador e pela disponibilidade de dados,
devendo sempre reverenciar a transparéncia, a precisdo procedimental e a utilidade real dos

resultados para refinar a entrega de servigos publicos.

2.1.3 O Papel do Tribunal de Contas da Unilo na Avaliacdo de Politicas Publicas

A Constitui¢ao Federal de 1988 (CF/88), atribui aos tribunais de contas, mediante
controle externo, a missao institucional de avaliar politicas publicas ao definir que compete
aos mesmos, a cargo do Congresso Nacional, mas ndo se subordinando a este, “a fiscalizagdo
contabil, financeira, orcamentaria, operacional e patrimonial da Unido e das entidades da
administracao direta e indireta, quanto a legalidade, legitimidade, economicidade...” (Brasil,
1988).

Ao tratar no mencionado artigo o critério da economicidade, infere-se que o uso
eficiente dos recursos publicos devem ser aplicados de maneira racional. Mais adiante o artigo
71 afirma que os tribunais de contas tém competéncia para realizar inspecdes e auditorias de
natureza contabil, financeira, orgamentaria, patrimonial e operacional.

O TCU tem desempenhado um papel cada vez mais relevante no campo da avaliacao
de politicas publicas. Tradicionalmente reconhecido como o6rgdo de controle externo da

administracao publica, com foco na fiscalizacao da legalidade, legitimidade e economicidade
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dos atos administrativos, o TCU expandiu suas competéncias para incorporar analises que
vao além da mera conformidade, contribuindo de forma expressiva para o aprimoramento das
politicas publicas.

A atuacdo do TCU na avaliagdo de politicas publicas se apoia em auditorias
operacionais e fiscalizacdes de natureza estratégica, com énfase nos resultados das acdes
governamentais. Essas auditorias tém como objetivo verificar se os programas publicos estao
atingindo seus objetivos com eficiéncia, eficacia e efetividade, e se estdo gerando valor
publico para a sociedade (Brasil, 2023,b). As auditorias operacionais tem como objetivo

contribuir para a accountability e transparéncia; sao definidas pela ISSAI 3000/17 como:

(...) o exame independente, objetivo e confidvel que analisa se
empreendimentos, sistemas, operagOes, programas, atividades ou
organizacdes do governo estdo funcionando de acordo com os principios de
economicidade, eficiéncia e efetividade e se ha espaco para
aperfeicoamento (grifos nossos).

Nos tultimos anos, o tribunal tem adotado metodologias robustas para avaliagdo de
impacto, combinando anélises qualitativas e quantitativas, ¢ buscando didlogo com gestores
publicos e especialistas das areas avaliadas. Um exemplo significativo dessa atuacdo ¢ a
avaliagdo dos programas Fies e Prouni, em que foram analisados os efeitos dessas politicas
na amplia¢do do acesso ao ensino superior, como também a sua sustentabilidade financeira e
aderéncia aos objetivos iniciais.

Além disso, o TCU tem se destacado como um promotor da governanga publica,
emitindo recomendagdes, fomentando boas praticas e incentivando o uso de evidéncias na
formulacao e avaliagdo de politicas. O tribunal inclui em seus relatorios anuais, de forma
sistematica, avaliagdes de programas prioritarios do governo federal, fortalecendo a
accountability e transparéncia. No pais, ¢ um dos 6rgdos mais inovadores na incorporacdo de
tecnologias como big data e inteligéncia artificial, que ampliam a capacidade de
processamento e interpretagao de dados.

Portanto, o papel do TCU na avaliagdo de politicas publicas excede a visdao simplista
de controle categorico e passa a ocupar um papel de fundamental relevancia na propagagao
da efetividade estatal, na melhoria continua das politicas publicas e no avanco do debate

sobre o gasto publico e promocao de direitos sociais. Ainda conforme a ISSAI 3000/17
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(INTOSALI, 2017), cabe ao 6rgao avaliador no relatério de auditoria operacional:

“.fornecer novas informagdes, analises ou percepgdes e, quando
apropriado, recomendacdes para aperfeicoamento. “...oferecem novas
informagdes, conhecimento ou valor ao:
a) proporcionar novas percepgOes analiticas (analises mais amplas,
profundas ou novas perspectivas);
b) tornar as informacdes existentes mais acessiveis as varias partes
interessadas;
¢) proporcionar uma visao independente e autorizada ou uma conclusao
baseada em evidéncia de auditoria; e
d) fornecer recomendagdes baseadas em andilises dos achados de
auditoria. (grifos nossos).

2.2. Politicas Publicas de Educacio Superior: Fies e Prouni

Os programas Fies e Prouni se inserem no conjunto de politicas publicas destinadas a
amplia¢do do acesso ao ensino superior, sobretudo para estudantes de baixa renda e oriundos
de grupos historicamente excluidos. Ambos foram estratégicos para a expansdo de matriculas
no setor privado da educagdo superior no Brasil, a partir dos anos 2000, atuando como
instrumentos complementares a politica de democratizacao educacional.

A principal distingdo entre os dois modelos diz respeito ao mecanismo de
financiamento. No Fies, ha crédito estudantil com expectativa de retorno ao erario publico,
embora condicionado a quitagdo posterior pelos beneficiarios. No Prouni, a concessdao de
bolsas ¢ nao reembolsavel, funcionando como rentncia fiscal por parte do governo federal
em troca de contrapartidas das institui¢des de ensino superior.

Do ponto de vista orgamentario, os recursos movimentados por ambos os programas
sdo expressivos. Entre 2013 e 2022, os valores fiscalizados pelo Tribunal de Contas da Unido

(TCU) somaram aproximadamente R$ 176 bilhdes, sendo cerca de R$ 148 bilhdes

relacionados ao Fies ¢ R$ 28 bilhdes ao Prouni, por meio de rentincias fiscais (Brasil, 2024c).

2.2.1. FIES

O Fundo de Financiamento Estudantil (Fies) foi instituido pela Lei n° 10.260/2001

com o objetivo de financiar cursos superiores em instituigdes privadas para estudantes de
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baixa renda, de modo a ampliar o acesso ao ensino superior (Brasil, 2001). O modelo prevé
que o estudante assuma um compromisso de pagamento apos a conclusdo do curso, em
condigdes especificas de juros e prazo.

Durante o auge da politica, especialmente em 2014, foram registrados mais de 732
mil novos contratos. No entanto, esse nimero caiu abruptamente nos anos seguintes,
chegando a cerca de 50 mil contratos em 2022, o que representa uma queda superior a 90%
(Brasil, 2024c).

Além da reducdo da demanda, o Fies enfrenta hoje um de seus maiores desafios: a
inadimpléncia. De acordo com dados do FNDE (2025), mais de 50% dos contratos ndo foram
quitados no prazo regular, o que impacta negativamente a sustentabilidade financeira do

programa.

2.2.2. PROUNI

O Programa Universidade para Todos (Prouni) foi criado pela Lei n® 11.096/2005
(Brasil, 2005a) e regulamentado pelo Decreto n° 5.493/2005 (Brasil, 2005b), com a
finalidade de conceder bolsas integrais ou parciais (50%) em institui¢des privadas de ensino
superior, com base em critérios socioeconomicos € desempenho no ENEM.

Em contrapartida, as instituigdes que aderem ao programa recebem isencoes de
tributos federais, como o Imposto de Renda e a Contribuigdo Social sobre o Lucro Liquido
(CSLL), conforme previsto em legislacdo especifica. Diferentemente do Fies, o nimero de
beneficidrios do Prouni permaneceu relativamente estavel na Gltima década, indicando maior
previsibilidade e continuidade do programa.

Para sintetizar segue quadro com as principais informagdes que fundamentam o

estudo destes programas, bem como as principais diferencas:

Quadro 1 - Principais Informagdes do Fies e Prouni

Critério FIES PROUNI
1999 (reformulado em 2018 —
Ano de criaciao “Novo FIES”). Instituido pela Lei 2005 (Lei n° 11.096/2005)
n® 10.260/2001
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Objetivo

Financiamento estudantil para
estudantes de baixa renda

Concessao de bolsas
integrais/parciais em IES privadas

Forma de apoio

Empréstimo (pagamento
pos-formatura, com juros
definidos)

Bolsa (isengdo total ou parcial da
mensalidade)

Publico-alvo

Estudantes com renda familiar até
3 salarios minimos

Estudantes com renda de até 1,5
(bolsa integral) ou até 3 (parcial)
salarios minimos

Critério de selecio

Nota minima no ENEM e analise
de crédito

Desempenho no ENEM + renda
familiar per capita

Mais de 1 milhdo nos ultimos 10

Aprox. 3,4 milhdes de bolsas

atraso (dados FNDE/TCU, 2023)

Total d . .
b:ni ﬁc?zirios anos. Aprox. 2,5 milhdes de concedidas desde 2005 a 2024 (MEC,
contratos ativos (FNDE, 2022) 2025)
Pi 2022: mai 2 il bol
ico de 2014: mais de 732 mil contratos 022: mais de 273 mil bolsas
contratos/bolsas ofertadas
Queda nos Redugéo de 93% nos novos Reducdo moderada; estabilidade
nimeros contratos entre 2014 ¢ 2022 maior do que no FIES
. . Acima de 50% dos contratos em Dados de inadimpléncia ndo se
Inadimpléncia

aplicam (modelo de bolsa)

Gasto publico
acumulado

Aprox. R$148 bilhdes em saldo
devedor acumulado (FNDE, 2023)

Aprox. R$28 bilhdes. Gasto indireto
via isengoes fiscais (ndo convertido
em divida)

Avaliacio de
impacto

Nao ha avaliagdes sistematicas
realizadas pelo MEC

Também carece de avaliacdo
sistematica de resultados

Integracio com
outras politicas

Fragil articulagdo com politicas de
permanéncia e empregabilidade

Baixa articulagdo, mas com maiores
taxas de permanéncia

Governanca

Fragmentada entre MEC, FNDE,
CEF e instituicoes

Melhor coordenagdo, mas ainda com
auséncia de planejamento estratégico

Principais desafios

Inadimpléncia, falta de avaliacdo,
baixa transparéncia,
sustentabilidade

Falta de avaliacdo, permanéncia
estudantil, transparéncia institucional

Fonte: elaborag@o do proprio autor (2025).

2.2.3. Principais limitacdes do Fies e Prouni identificadas pelo TCU

As politicas publicas educacionais, Fies e Prouni carecem por esséncia de feitos
publicos continuos para que se mantenham eficazes. Apesar dos avancos, estudos e auditorias

apontam fragilidades importantes. Relatorio recente do TCU (Brasil, 2024a) destacou falhas
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na integracdo de dados entre os 6rgdos responsaveis, a auséncia de mecanismos adequados de
monitoramento ¢ a dificuldade de avaliar os resultados efetivos dos programas em termos de
empregabilidade e retorno social.

Uma das principais criticas recorrentes do TCU ¢ a auséncia de defini¢cdo clara de
metas, indicadores e critérios de desempenho nos programas avaliados. No caso do Fies, por
exemplo, a corte de contas apontou que, durante anos, o programa funcionou sem critérios
claros de priorizagdo, o que resultou em alocacao de recursos pouco eficiente e acimulo de
inadimpléncia (Brasil, 2024a). A falta de mecanismos de acompanhamento e avaliagdo de
impacto também ¢ destacada como uma limitagdo que dificulta o aprendizado no ambito das
politicas e a continuidade eficiente.

Outro embaracgo identificado ¢ a fragilidade na governanca e no gerenciamento
interinstitucional. A atuagdo desarticulada entre diferentes orgdos responsdveis pela
formulagdo, implementagdo e monitoramento das politicas compromete a efetividade das
acodes. No Prouni, por exemplo, o TCU observou a necessidade de maior integracao entre o
MEC, instituicdoes de ensino e agentes fiscalizadores para garantir o alcance dos
publicos-alvo e a sustentabilidade do programa.

Além disso, o tribunal tem destacado a baixa utilizacdo de evidéncias ¢ dados
analiticos na tomada de decisdo, mesmo diante da crescente disponibilidade de dados
publicos. A falta de cultura avaliativa e de profissionais capacitados em avaliagdo de politicas
publicas, especialmente em 6rgdos da administragdo direta, também ¢ apontada como um
entrave a institucionalizacdo de processos avaliativos mais robustos.

Outro ponto relevante diz respeito a inadequagdo das bases de dados, frequentemente
fragmentadas, desatualizadas ou com baixa qualidade. Essa limitagdo impacta diretamente a
capacidade de realizar avaliagdes com base empirica solida, bem como o uso de tecnologias
mais avangadas, como algoritmos de IA, no apoio a auditoria e andlise preditiva de riscos.

Dentre os desafios do Prouni estd a auséncia de articulagio com politicas de
permanéncia e empregabilidade e dentre os desafios do Fies estdo os altos indices de
inadimpléncia e falta de avaliacdo de impacto. Essas andlises revelam a importancia de
fortalecer a capacidade gestora dos programas para possibilitar uma melhor avaliagdo
sistematica, investindo em governanca, cultura avaliativa, interoperabilidade de sistemas e

uso de tecnologias emergentes que ampliem a efetividade.
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2.3 Estado da Arte: 1A na Avaliacio de Politicas Publicas

2.3.1. Conceitos fundamentais de Inteligéncia Artificial

A Inteligéncia artificial pode ser definida como um campo da ciéncia da computacao
dedicado ao desenvolvimento de sistemas capazes de realizar tarefas que, tradicionalmente,
requereriam inteligéncia humana, como o reconhecimento de modelos, a tomada de decisdes
e a antecipacao de atuagdes (Russell; Norvig, 2021). De maneira mais simplista, ¢ comum a
conceituagdo de IA em pesquisas rapidas como a capacidade dos sistemas de computador ou
algoritmos de imitar o comportamento humano inteligente.

Nas ultimas décadas, o uso da IA no setor publico tem se expandido, com aplicagdes
que vao desde a automacdo de processos administrativos até a analise preditiva para
formulacdo de politicas publicas (OCDE apud Ubaldi et al., 2019). A possibilidade de
processar grandes volumes de dados de forma rapida torna a IA um instrumental promissor
para a avaliagdo de politicas publicas complexas, como o Fies e o Prouni.

Contudo, o uso da TA na gestdo publica suscita importantes questdes éticas e
juridicas, relacionadas a protecdo de dados pessoais, a transparéncia algoritmica e a
prevencao de discriminagdes automatizadas. Assim, qualquer proposta de aplicagao da IA na
avaliagdo de politicas publicas deve ser acompanhada de salvaguardas que garantam a

conformidade com os principios democraticos e os direitos fundamentais.

2.3.2. Conceitos teoricos que sustentam a utilizacio da IA na avaliacdo

A TA ¢ frequentemente apontada como uma das tecnologias mais transformadoras do
século XXI, com potencial para impactar diversos setores da sociedade, incluindo a
administracdo publica e a avaliacdo de politicas publicas (Margetts & Dorobantu, 2019;
OCDE, 2021). Entretanto, a adog¢ao dessas ferramentas exige a compreensao de fundamentos
tedricos robustos que sustentem sua aplicacao de forma ética, eficaz e alinhada aos principios
da gestao publica.

No campo da avaliacdo, a utilizagdo de IA tem se concentrado em sua capacidade de
processar grandes volumes de dados, detectar padrdes complexos, gerar inferéncias preditivas

e automatizar processos analiticos que, tradicionalmente, exigiriam tempo e recursos humanos



25

consideraveis. Essa transformagdo, porém, ndo ¢ meramente tecnologica, ela demanda a
integracdo de pressupostos teoéricos da ciéncia da computagdo com os principios da avaliagdo
orientada por evidéncias (Weiss, 1998; Vedung, 2002). Figura com algumas ferramentas para

introduzir.

Figura 1. Exemplos de Ferramentas de 1A

Processamento

de Linguagem Mineragao de
Natural (PLN) Dados

AN
Inteligéncia
Artificial

Visualizagao Aprendizado de

Maquina

Analise de
Dados

Big Data

Fonte: elaboracao propria (2025).

Entre as ferramentas mais relevantes que podem ser utilizadas estdo estas:

1. Processamento de Linguagem Natural (PLN): possibilita a anilise mecanizada de
documentos e relatorios, favorecendo a identificacdo de padrdes e tendéncias em
bases textuais (Kelleher; Tierney, 2018);

2. Aprendizado de Maquina (machine learning): permite a criagdo de modelos
preditivos para estimar, por exemplo, a probabilidade de inadimpléncia dos
estudantes ou o risco de evasdo (Domingos, 2015);

3. Mineracao de Dados (data mining): contribuem para o aperfeigoamento e apoio na
tomada de decisdao da gestao publica ajudando na descoberta de padrdes e correlagdes

com base em analises de dados.

No campo cientifico de modo geral, ferramentas de IA auxiliam em solugdes como
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triagem de textos, analises e geragdo de relatdrios qualitativos e quantitativos e codificagdo se
difundiram rapidamente (Nielsen et al., 2025). Nao obstante o setor privado tenha se servido
das inovacgdes tecnologicas digitais de maneira mais apressada, o servico publico também tem
examinado e utilizado, n3o na mesma intensidade, o potencial da IA. Por ser necessariamente
um ramo multidisciplinar, “a avaliagdo tem sido mais lenta na ado¢do das tecnologias
emergentes” (Picciotto, 2020).

Nielsen (2023, p. 2) adiciona que a evolugdo apressada das tecnologias emergentes
trouxeram uma “reducdo drastica dos custos de armazenamento o que permitiu rapido
crescimento de técnicas que capturam, analisam e visualizam instantaneamente enormes
repositorios de dados.” (traducdo nossa). Técnicas como aprendizado de maquina sdo capazes
de processar dados quantitativos e qualitativos, bem como estruturados (ex: banco de dados) e
nao estruturados (ex: redes sociais, audios, videos etc.).

Dentre as perspectivas da aplicacdo da IA em avaliagdes estd a possibilidade de
simular vivéncias através de capacitagdo de modelo. Entre as praticas de avaliagdo, ¢ comum
a comparagao, assegurados os devidos cuidados, de grupos de controle e de tratamento. Em
alguns casos sdo uteis estudos e experimentos para perceber se o grupo que recebeu a
intervencdo estatal por meio de uma politica publica teve éxito no quesito efetividade
(impacto) e eficacia (resultado).

Para casos como estes, ¢ proveitosa a utilizacdo da IA para simular a Optica de
participantes diversos e ensaiar seus comportamentos. Solu¢des como estas possibilitariam
prever efeitos sem colocar humanos reais em riscos ou consequéncias indesejadas (UNESCO

2019). Sao utilidades como estas que sustentam o uso de A nas avaliagdes ex ante € ex post.

2.3.3. Etica, riscos e limitacoes do uso da IA nas avalia¢coes

A aplicagdo da IA no setor publico traz inumeras promessas de inovagao, eficiéncia e
melhoria nos processos decisorios. Todavia, esse avango também desperta apreensoes éticas,
juridicas e sociais. A discussao sobre os riscos e limitagdes do uso da IA na administragao
publica estd no centro dos debates contemporaneos sobre governanga algoritmica,
transparéncia e direitos fundamentais (Floridi et al., 2018).

Uma das principais preocupacdes ¢ticas estd relacionada a auséncia de
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compreensibilidade dos algoritmos. Muitas dessas ferramentas operam como “caixas-pretas”,
dificultando a compreensdo de como as decisdes sdo tomadas, mesmo por seus
desenvolvedores. Essa falta de explicabilidade compromete principios da administragao
publica como publicidade, transparéncia, accountability e controle social (lasulaitis; Silveira,
2025).

Em contextos de avaliagdao de politicas publicas, isso pode gerar desconfianga sobre a
integridade das analises realizadas e dificultar o controle externo a cargo do poder legislativo.
As perguntas que sdo mais ressaltadas quando se trata de ética, riscos e limitagdes da
tematica sdo: “Como garantir transparéncia na tomada de decisdes publicas quando a
maquina (IA) tomou as decisdes e nao € possivel compreender como ela chegou ao resultado
apontado?” e/ou “Quem vai ser responsabilizado pela decisao tomada pela maquina?”

Outro risco relevante diz respeito a discriminagdo algoritmica. Sistemas de [A
treinados com dados histdricos tendem a reproduzir (e, em alguns casos, amplificar)
desigualdades sociais, raciais e territoriais preexistentes (Eubanks, 2018). Essa situagdo pode
gerar vieses em avaliagdes de politicas publicas, comprometendo a justiga distributiva das
decisdes e afetando especialmente populagdes vulnerabilizadas.Para que os avaliadores
consigam se acautelar contra os vieses, ¢ recomendado que cultivem o costume de que
mesmo com uso de IA e suas ferramentas ndo se eximem do pensamento critico e de
contextos alternativos.

Como limite para uso de IA na avaliagdo destaca-se, seguindo o entendimento de
Nielsen (2023) que as tarefas de “estabelecimento de critérios e padrdes de avaliagdo,
questionamento critico, selecdo de fontes de pesquisa e a capacidade de sintese avaliativa e o
julgamento” sejam realizadas por humanos. Atualmente, ndo ¢ afastada a aptidao de novas
tecnologias que alarguem a capacidade da IA para que realizem essas fungdes, contudo o
referido autor aponta em seus artigos que “solucdes baseadas em IA (ainda) ndo consideram o
contexto, os detalhes informativos e performaticos do texto, as informagdes ausentes em uma
entrevista com as principais partes interessadas, etc...” (Nielsen, 2023, p. 7).

Além disso, ha limites técnicos e institucionais importantes. A qualidade dos dados
publicos utilizados na constru¢do dos modelos ¢ um fator determinante para a acuracia e
validade dos resultados. Dados desatualizados, inconsistentes ou fragmentados geram

interpretagdes equivocadas e podem induzir politicas publicas mal ajustadas. Soma-se a isso
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a falta de capacitacdo técnica de servidores publicos para lidar com ferramentas de A, o que
limita o uso dessas tecnologias.

No plano normativo, a auséncia de regulamentacdo especifica no Brasil sobre o uso
ético da IA no setor publico agrava esses riscos. Apesar da tramita¢do de projetos de lei no
Congresso Nacional, como o PL 2338/2023, ainda ndo hé diretrizes robustas sobre temas
como privacidade de dados, impacto algoritmico e responsabilizagdo por decisdes
automatizadas (Senado Federal, 2024).

Para mitigar esses riscos, autores como Mittelstadt ef al. (2016) propdem principios
fundamentais de governanca algoritmica, incluindo a necessidade de justificabilidade,
auditabilidade e supervisdo humana significativa. No setor publico, isso implica que qualquer
adogao de TA deve ser acompanhada de mecanismos de regulagdo ética, transparéncia ativa e
controle institucional efetivo.

Assim, embora a A ofereca instrumentos promissores para aprimorar a avaliacdo de
politicas publicas, sua utilizacdo deve ser orientada por principios éticos solidos e por uma
governanga cuidadosa, que assegure o respeito aos direitos fundamentais e a legitimidade das
decisdes publicas. Ha preocupagdes crescentes sobre o que € ou ndo incluido e considerado
em algoritmos automatizados e sobre a neutralidade dos modelos.

Considerando questdes que envolvem a disciplina do Direito Administrativo, como
por exemplo a validade dos atos administrativos, a falta de transparéncia pode derrubar a
validade do mesmo, pois implica inclusive na sua legitimidade social e nos requisitos de

publicidade dos feitos publicos.

2.3.4. Desafios da Regulamentacio da Inteligéncia Artificial no Brasil

A regulamentacdo da IA no Brasil estd em fase incipiente e enfrenta desafios técnicos,
éticos e institucionais como em muitos paises. Desde 2019, diversos Projetos de Lei (PLs)
foram apresentados tanto na Camara dos Deputados quanto no Senado Federal, refletindo o
esforco do legislativo em estabelecer um marco regulatéorio que promova inovacao
tecnologica, mas que, ao mesmo tempo, resguarde os direitos fundamentais e garanta a
seguranga e responsabilidade no uso de sistemas inteligentes.

A Estratégia Brasileira de Inteligéncia Artificial (EBIA) foi publicada em 2021 como
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um dos primeiros esforgcos para apresentar as principais acdes para o desenvolvimento e

aplicabilidade da IA no Brasil (Brasil, 2021). Ela propde nove eixos tematicos, quais sejam:

a)
b)
©)
d)
e)
f)

g)
h)

Governanga;

Aspectos internacionais;

Qualificagdes para um mundo digital;

Forca de trabalho e capacitagdo;

1) Seguranca publica (Brasil, 2021).

Legislagao, regulagdo e uso ético da 1A;

Pesquisa, desenvolvimento, inovacao e empreendedorismo;
Aplicacdes da IA nos setores produtivos;

Aplicagdes da A na administragdo publica; e

Em junho de 2025 foi publicada a versdo final do Plano Brasileiro de Inteligéncia

Artificial (PBIA) que representa importante progresso em termos de principios gerais (Brasil,

2025a). No documento, ¢ destacado o potencial transformador da IA e também os embaracos

e impactos na sociedade:

(...) ela (IA) pode tanto fortalecer processos democraticos por meio de
analises mais precisas de dados que ajudam a aperfeigoar a entrega de
servicos e bens publicos, quanto representar riscos a democracia,
exigindo vigilancia constante contra a disseminagdo de desinformago que
afeta a percepcao dos cidaddos sobre a realidade social... (grifos nossos)
(Brasil, 2025a, p. 19).

Para além desses importantes empenhos no poder executivo, o legislativo também

tem se dedicado na tentativa de regulamentacdes.

Quadro 2 — Principais Projetos de Lei - Regulamentagdo da [A

N°do PL Data (.?asa. Autor Ementa Status
Legislativa
Sen. Estabelece os Apensado a0 PL
5.051/2019 |16/09/2019| Senado | Styvenson |principios para o uso da P
! : 5.691/2019
Valentin IA no Brasil.
Sen. Institui a Politica Em tramitacao no
5.691/2019 |25/10/2019| Senado |Styvenson Nacional de Senado. Retirado de
Valentin | Inteligéncia Artificial. pauta em 2022
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N°do PL Data (.?asa. Autor Ementa Status
Legislativa
Dep. Estabelece principios, | Aprovado na Camara
21/2020 |03/02/2020| Camara | Eduardo | direitos e deveres para [em 2021. Remetido ao
Bismarck o uso da IA. Senado
240/2020 |11/02/2020| Cimara | DSP-L€0 | CriaaLeidalA e dd Arquivado
Moraes | outras providéncias.
Dep. Regula o uso de
4.120/2020 |07/08/2020| Camara Bosco algoritmos em Arquivado
Costa plataformas digitais.
Sen. Dispde sobre marcos
Veneziano | . o Apensado ao PL
872/2021 |12/03/2021| Senado Vital do éticos e diretrizes para 5.691/2019
A IA.
Régo
Dep. [Dispde sobre principios
1.969/2021 |26/05/2021| Camara | Gustavo [e obrigagdes no uso de Arquivado
Fruet sistemas de IA.
Sen. Dispde sobre o uso da Aprovado pelo Senado
2.338/2023|03/05/2023| Senado Rodrigo poc S0t e Em tramitacdo na
Inteligéncia Artificial. A
Pacheco Camara.

Fonte: elaboracao propria (2025).

Conforme quadro, ¢ possivel constatar que o marco regulatorio da IA no Brasil ¢
fragmentado e ainda estd em construcao. Destaca-se a tentativa de consolidar um marco
normativo robusto por meio do PL n° 5.691/2019, atualmente principal referéncia para as
discussdes. Esse contexto legislativo evidencia as preocupacdes crescentes com ética,
transparéncia e responsabilidade algoritmica. Os cinco desafios mais abordados sobre a

tematica sdo:

1. Complexidade tecnologica e conceitual:
A conceituacdo de “inteligéncia artificial” ainda ¢ objeto de desavencas. Essa
indefinicdo dificulta a elaboragdo de leis claras e aplicaveis, especialmente diante da
velocidade de desenvolvimento das tecnologias baseadas em IA, como algoritmos de
machine learning (aprendizado de méaquina) e sistemas de decisdo autonomos.

2. Equilibrio entre inovagao e regulagao:
Um dos maiores desafios do legislador brasileiro ¢ equilibrar a protecao de direitos

fundamentais com o incentivo a pesquisa, ao desenvolvimento e a inovagao
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tecnologica. Excesso de regulagdo pode inibir investimentos, enquanto auséncia de
normatizagdo pode colocar em risco direitos como privacidade, igualdade e
seguranca.

3. Protecao de dados e privacidade:
A relagdo entre IA e prote¢do de dados pessoais € um ponto critico. Embora o Brasil
ja tenha aprovado a Lei Geral de Protecdo de Dados Pessoais (LGPD), a
regulamentagdo especifica sobre 1A precisa garantir que o tratamento automatizado
de dados respeite principios como a transparéncia e a finalidade legitima.

4. Responsabilidade e accountability algoritmica:
Um aspecto em discussdo ¢ quem sera responsabilizado por danos causados por
sistemas baseados em IA: o programador, o fornecedor, ou o usudrio final? A
auséncia de consenso sobre esse ponto impede avangos regulatdrios mais so6lidos.

5. Inclusdo de principios éticos:
A incorporagdo de principios éticos, como ndo discriminagdo, explicabilidade e
justica, representa um dos desafios mais complexos, uma vez que exige a tradugdo de

valores abstratos em normas juridicas concretas.

Neste contexto, o Brasil tende a seguir uma abordagem semelhante a da Unido
Europeia, apostando na regulacdo por risco, ou seja, estabelecendo diferentes niveis de
exigéncias conforme a criticidade da aplicacao da IA. Todavia, para seguir por esse caminho,
as propostas ainda carecem de amadurecimento quanto a pontos fundamentais como: 1)
Critérios técnicos para classificagdo dos riscos; 2) Modelos de governanga e fiscalizagdo e 3)
Capacitagao e/ou criagdo de 6rgaos reguladores proprios.

Uma das questdes que alimentam o debate diz respeito a avaliacdo de impacto
algoritmico. Questiona-se sobre quais serdo os critérios € quem fard a regulagdo para
contornar as conjunturas complexas que surgirem. Outra questdo que carece de regulagdo no
ambito civel e até penal ¢ sobre os perigos da manipulagdo intencional ou nao intencional e
da disseminacao de noticias falsas e acentuacao de vulnerabilidades sociais.

A regulamentacdo da IA no Brasil avanca, mas enfrenta desafios relacionados a
complexidade técnica, a necessidade de protecdo dos direitos fundamentais e a promog¢ao da

inovagdo. As discussdes no Parlamento demonstram crescente conscientizagdo sobre a
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importancia do tema, mas ainda falta uma consolidagdo normativa que articule seguranga

juridica, eficiéncia administrativa e prote¢ao social.

2.3.5. Garantia de accountability e controle social

A garantia de prestacdo de contas e o fortalecimento do controle social sdo pilares
fundamentais para uma administragdo publica democratica, transparente e responsavel. No
contexto da avaliacdo com apoio da IA, esses fundamentos tornam-se ainda mais relevantes,
dado o potencial dessas ferramentas tanto para ampliar a capacidade gerencial do Estado
quanto para obscurecer processos decisorios quando mal implementada.

A accountability publica refere-se ao encargo das entidades e 6rgdos governamentais
de prestarem contas de suas agdes ¢ decisdes a sociedade de forma clara (Bovens, 2007).
Com a crescente adocdo de ferramentas de IA, torna-se imperativo assegurar que 0s
algoritmos utilizados na avaliacdo de politicas publicas estejam submetidos a mecanismos
eficazes de auditoria, clareza e explicabilidade para que os humanos consigam entender os
meios empregados.

Nesse cendrio, o controle social — entendido como a participagdo cidada na
formulagdo, acompanhamento e avaliagao de politicas — também enfrenta novos desafios. A
complexidade técnica dos sistemas baseados em IA pode criar barreiras a compreensao
publica dos critérios utilizados nas analises, dificultando o engajamento da sociedade civil no
debate sobre a efetividade das politicas e a alocag@o de recursos publicos.

A literatura especializada destaca a importidncia de implementar principios de
transparéncia algoritmica, explicabilidade e acesso publico aos dados como condicdes
essenciais para o exercicio do controle social em ambientes digitalmente mediados (Wright;
Kreissl, 2015). Isso implica, por exemplo, disponibilizar as metodologias e critérios de
avaliagdo utilizados por sistemas automatizados, garantindo que cidadaos e institui¢des de
controle possam compreender e questionar os resultados gerados.

Além disso, o uso ético e democratico da IA requer a adogdo de mecanismos
institucionais que assegurem a responsabilizagdo por eventuais erros ou impactos
discriminatérios, bem como a possibilidade de revisdo de decisdes automatizadas. A atuagao

de orgdos de controle externo, como os tribunais de contas, ¢ fundamental nesse processo,
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ndo apenas na fiscalizacdo da legalidade, mas também na verificacdo da legitimidade e
justiga dos resultados produzidos por sistemas inteligentes (Brasil, 2024d).

Para que a IA seja uma aliada na promocao da accountability e do controle social, ¢
necessario combinar governanga tecnoldgica, educacdo digital e participacdo ativa da
sociedade civil. E imprescindivel que as solugdes de IA adotadas sejam acompanhadas de
mecanismos que assegurem a nitidez algoritmica e a prestagdo de contas, evitando decisdes
opacas ou arbitrarias (Zliobaite, 2017). A legitimacdo do uso de IA na gestdo publica
depende, portanto, de um equilibrio entre inovacdo tecnologica e fortalecimento dos
principios democraticos. Essa ¢ a principal razdo pela qual um aparato legal ¢ necessario e

urgente.
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3 METODOS E TECNICAS DE PESQUISA

A presente pesquisa adota uma abordagem qualitativa e exploratoria, com o objetivo
de compreender as potencialidades e limitagcdes da aplicagdo de ferramentas de IA na
avaliacdo das politicas publicas referentes ao Fundo de Financiamento Estudantil e ao
Programa Universidade para Todos.

De acordo com Gil (2008), a pesquisa exploratoria ¢ apropriada quando se busca
proporcionar maior familiaridade com um problema, com vistas a tornd-lo mais explicito.
Considerando o carater emergente da aplicagdo de I[A no setor publico brasileiro, tal
abordagem se justifica plenamente.

A pesquisa ¢ baseada em dados existentes de relatorios e artigos publicados entre 2020
a 2025. No campo da avaliagdo, ha relativamente poucos artigos sobre IA e suas ferramentas
na pratica de avaliacdo. Ao examinar os documentos, a maioria se refere a avaliagdo do
desempenho preditivo de IA/ML e ndo a integragdo com a pratica de avaliagao ou busca por
aprimoramentos avaliativos.

Para identificar oportunidades de se aplicar ferramentas de IA no aprimoramento dos
programas Fies e Prouni, a principal fonte de dados ¢ o Relatério de Fiscalizagdes em
Politicas e Programas de Governo (RePP) de 2024 do TCU (Brasil, 2024c) e o Acordao
1657/2024 (Brasil, 2024c), também do mesmo tribunal. O acordao refere-se a auditoria
operacional para avaliar possivel sobreposi¢do, fragmentacao e duplicidade entre o Fies e
Prouni, tratando ainda de revisdo de gastos, determinacdes e recomendagdes com base em

evidéncias.

3.1. Tipo e descricio de pesquisa

A estrutura e os métodos de pesquisa utilizados sdo: exploratério, bibliografico,
qualitativo e analitico quanto aos documentos que envolvem consideracdes sobre as
politicas focalizadas.

A pesquisa € exploratoria ao buscar identificar como a inteligéncia artificial pode
contribuir para resolver as falhas apontadas pelo TCU na gestdo e avaliacdo do Fies e

Prouni (Brasil, 2024a). E qualitativa pois privilegia a compreensdo dos processos e das
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interpretagdes sobre o fendomeno, sem inten¢do de generalizacdo estatistica, mas com foco
na profundidade analitica (Merriam; Tisdel, 2016).

E por fim, faz revisdo bibliografica sobre avalia¢dao, uso de IA na administracdo
publica e em educagdo, além de pesquisar ferramentas e estudos internacionais que utilizam
IA na avaliagdo de politicas publicas e suas reflexdes sobre riscos, desafios éticos e

limitagoes.

3.2. Limitacoes da pesquisa

Reconhece-se que esta pesquisa possui limitagdes, tais como:

I. A ndo aplicagdo pratica das ferramentas de IA no contexto real dos programas,
tratando-se de uma proposta tedrica e exploratoria;

2. A dependéncia de dados secundarios, especialmente relatérios oficiais e literatura
académica;

3. A dinamicidade do tema, que estda em constante evolu¢do com o avango das

tecnologias de IA e mudancas regulatodrias.
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4. RESULTADOS: A INTEGRACAO DA INTELIGENCIA ARTIFICIAL NA
AVALIACAO DO FIES E PROUNI

O TCU, em auditoria realizada recente (Brasil, 2024a), apontou fragilidades relevantes
na gestdo e avaliagdo do Fies e Prouni. O periodo analisado foi de 2013 a 2022. A metodologia
adotada pelo Tribunal envolveu a analise documental, entrevistas com gestores publicos ¢
especialistas do setor educacional, bem como o exame de bases de dados publicas. O propdsito
da auditoria foi, além de justificar o uso dos recursos publicos federais, construir um modelo
logico dos programas, mapear suas disfungdes e subsidiar o aperfeigoamento da politica
publica de acesso ao ensino superior (Brasil, 2024b).

O objetivo central do trabalho foi avaliar a estruturacdo e governanga dos programas,
com énfase na identificagdo de fragmentagdes, sobreposi¢cdes, duplicidades e lacunas
(FSDL), bem como aferir a eficiéncia na alocacdo dos recursos. A andlise buscou responder
se os modelos de financiamento e concessdo de bolsas estavam adequadamente alinhados aos
principios da administracao publica e as finalidades sociais propostas.

Dentre os principais achados da auditoria, destacam-se:

1. Fragmentagdo institucional e falta de articulacdo entre os atores envolvidos,
dificultando a coordenacao interinstitucional;

2. Auséncia de avaliagdes periodicas de impacto e resultado, impossibilitando a aferi¢ao
da efetividade dos programas;

3. Inconsisténcia e dispersdo de dados operacionais e financeiros, dificultando a
consolida¢do de informagdes para tomada de decisdo;

4. Inexisténcia de estratégias integradas para permanéncia e empregabilidade dos
estudantes, enfraquecendo o ciclo completo da politica publica;

5. Deficiéncias na transparéncia ativa e prestagdo de contas, comprometendo o controle

social e a accountability.

Esses achados reforcam a urgéncia de repensar os mecanismos de gestao, avaliacao e
transparéncia dos programas de educagdo superior, sobretudo com o apoio de solugdes

inovadoras baseadas em inteligéncia artificial, como discutido nos topicos subsequentes.
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4.1. Diagnostico: falhas identificadas pelo TCU

4.1.1. Fragmentacio de dados e falta de acompanhamento

A gestdo dos programas estd distribuida entre diversos 6rgaos como o Ministério da
Educacdo (MEC), a Caixa Economica Federal (CEF) e as instituicdes de ensino, resultando
na fragmentacdo dos sistemas de informacdo e na auséncia de interoperabilidade adequada
(Brasil, 2024b). Esse cenario dificulta o acompanhamento em tempo real dos beneficiarios, a
analise de indicadores de desempenho e a avaliagao da efetividade das politicas.

Esse cenario de inexisténcia de sistematica de monitoramento ¢ avaliagdo dos
programas, faz com que as informacdes relativas a eficacia dos programas se dissipem
trazendo, como aponta o tribunal, grande prejuizo ao planejamento e elaboragdao de modelos
ao ndo gerar os resultados certos das intervengdes sociais € seus impactos.

Ha ainda auséncia de uma Politica Nacional de Educagdo Superior (PNES). O MEC
ainda ndo formulou uma politica integrada, entdo o Fies e o Prouni operam de forma
apartada, o que gera caréncia de um referencial claro comprometendo a coeréncia e
integragdo entre os instrumentos de financiamento, € por consequéncia, a falta de
acompanhamento das politicas.

O tribunal orientou a presenga de um ente central comprometido com a governanga
estratégica integrada dos programas. Diversos atores (MEC, FNDE, CEF, INEP,

universidades) devem operar os programas com coordenagao efetiva e diretrizes formais.

4.1.2. Lacunas na transparéncia e prestaciio de contas

O Acoérdao n® 1657/2024 do TCU evidenciou importantes fragilidades no que se
refere a transparéncia ativa e a prestacao de contas dos programas Fies e Prouni. De acordo
com o relatorio, os instrumentos atualmente disponiveis ndo garantem o acesso publico a
informacdes consolidadas, tempestivas e compreensiveis sobre a efetividade e os impactos
das agdes implementadas (Brasil, 2024b). Tal lacuna compromete diretamente os principios
de accountability democratica e dificulta o exercicio do controle social.

Essa opacidade estd associada a auséncia de diagndsticos sistematizados, metas

claras, indicadores de desempenho bem definidos e planos de acdo estruturados. A
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inexisténcia de uma arquitetura de dados integrada entre os diversos atores envolvidos na
formulagdo, execucdo e avaliacdo dos programas — como MEC, FNDE, institui¢des de
ensino e Orgaos financeiros — contribui para a fragmentagdo e dispersao das informagdes,
dificultando ndo apenas o monitoramento gerencial, mas também o escrutinio externo.

Essas limitagdes ndo apenas enfraquecem a capacidade do Estado de avaliar seus
proprios programas, como também reduzem a legitimidade das politicas publicas perante a
sociedade, uma vez que o cidaddo encontra obstaculos para compreender onde e como os

recursos publicos estao sendo aplicados.

4.1.3. Auséncia de avaliacées estruturadas e regulares

Uma das fragilidades mais relevantes identificadas pelo TCU refere-se a inexisténcia
de avaliagdes sistematicas dos resultados e impactos dos programas Fies e Prouni. De acordo
com o Acorddo n® 1657/2024, o Ministério da Educacdo ndo realiza avaliagdes regulares,
tampouco pontuais, que permitam mensurar a efetividade dessas politicas publicas (Brasil,
2024b).

Essa lacuna dificulta a produg¢do de evidéncias empiricas que possam orientar
decisdes informadas sobre a continuidade, reformulagdo ou extingdo dos programas. A
caréncia de estrutura interna para conduzir ou contratar avaliagdes independentes tém
comprometido a capacidade do Estado de aferir o retorno social dos investimentos
realizados, o que, por sua vez, aumenta o risco de ma alocacao de recursos publicos.

Diante desse cenario, o TCU recomenda que o MEC elabore e implemente planos
avaliativos regulares, com metodologia adequada e periodicidade definida, capazes de
subsidiar tanto a tomada de decisdao gerencial quanto o exercicio do controle externo. Além
disso, destaca-se a importancia de fortalecer uma cultura institucional voltada para a
avaliagdo baseada em evidéncias, condicao essencial para garantir a legitimidade, eficiéncia e

eficacia das politicas publicas de educagao superior.

4.1.4. Prejuizos a eficiéncia, eficacia e efetividade

As falhas anteriormente descritas — como a auséncia de avaliagdes sistematicas,
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lacunas na transparéncia e a fragmentacdo de dados — comprometem significativamente a
capacidade do Estado de diagnosticar obstaculos, corrigir desvios e realizar ajustes
tempestivos nas politicas publicas de educacao superior.

A auséncia de mecanismos de monitoramento continuo pode gerar efeitos praticos
adversos, como o aumento da inadimpléncia no Fies, a ineficiéncia na distribuicao das bolsas
no Prouni e o consequente comprometimento dos objetivos centrais desses programas, que
sao a ampliagdo do acesso, a permanéncia e o sucesso educacional no ensino superior. Tais
riscos ja foram previstos em estudos anteriores do Instituto de Pesquisa Econdmica Aplicada
(IPEA, 2019), que alertam para o esvaziamento do impacto social esperado dessas politicas
em fungdo de sua fragilidade avaliativa.

Além disso, os problemas de governanca e operacionalizacdo observados ratificam a
inexisténcia de diretrizes articuladas que garantam uma conexdo efetiva entre acesso,
permanéncia e empregabilidade. Quando as politicas ndo integram acdes complementares,
como apoio a trajetoria académica e a inser¢ao no mercado de trabalho, torna-se dificil, por
exemplo, identificar causas de evasdo, o que compromete o desenho de respostas
institucionais adequadas.

Dado o elevado volume de recursos publicos alocados — especialmente no Fies — ha
uma preocupacdo legitima quanto a possibilidade de que tais investimentos estejam sendo
mal direcionados, sem o devido retorno social e econdomico. A auséncia de acompanhamento
da trajetéria dos egressos, somada a alta taxa de inadimpléncia, indica potenciais riscos

fiscais e sociais, além de questionar a eficiéncia e a equidade da politica educacional.

4.2. Propostas de Solucdes com Inteligéncia Artificial

A aplicagdo de tecnologias baseadas em IA desponta como uma alternativa
estratégica para enfrentar as principais fragilidades identificadas na avaliacdo e gestdo dos
programas Fies e Prouni, conforme apontado pelo Tribunal de Contas da Unido.

O presente subtopico nao pretende esgotar todas as ferramentas possiveis no
ecossistema de IA aplicével a gestdo publica. Em vez disso, busca-se apresentar um conjunto
de propostas tedricas e exemplificadas, ancoradas na literatura especializada e nos achados

da auditoria do TCU, que poderiam ser consideradas no desenvolvimento de solugdes para
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qualificar a analise, o monitoramento e a transparéncia dos referidos programas.

As ferramentas indicadas a seguir contemplam tanto tecnologias ja amplamente
utilizadas no setor publico internacional quanto abordagens ainda em fase de
amadurecimento no contexto brasileiro. Cada proposta ¢ acompanhada de uma breve
descri¢do e de possiveis aplicagdes praticas no ambito do Fies e Prouni, conforme detalhado

no Quadro 3 a seguir.

Quadro 3 - Ferramentas de IA e Propostas de Aplicagao

Ferramenta /

Aplicacgdes na

Exemplos praticos

Abordagem Descricao Avalla9a9 d.e Politicas (para FIES / PROUNI)
Publicas
Conjunto de algorltmos Identificacio de PreV}sao fie . .
. que aprendem a partir ~ ~ inadimpléncia no Fies
Machine de dados para fazer padrdes de evasdo, com base em historico
Learning (ML) p inadimpléncia, perfis

previsdes ou
classificagoes.

de beneficiarios, etc.

académico e
socioeconomico.

Analise preditiva

Utiliza dados historicos
somado a algoritmos
para prever eventos
futuros.

Previsdo de
efetividade de politicas
publicas, simulacao de
cenarios e impactos.

Avaliacao da eficacia do
Prouni na reducao da
desigualdade no acesso
a0 ensino superior.

Processamento de
Linguagem
Natural (PLN)

Técnicas para andlise e
compreensdo de textos
e linguagem humana.

Analise de relatorios
de fiscalizagao,
discursos
parlamentares,
percepgdes em redes
sociais.

Identificacao de
reclamagoes recorrentes
sobre o Fies em redes
sociais e ouvidorias.

Sistemas de
Recomendaciao

Algoritmos que
sugerem agdes com
base em preferéncias ou
comportamentos
passados.

Otimizagao de
alocagdo de recursos
ou de vagas em
programas
educacionais.

Indicacao de cursos
prioritarios para bolsas
Prouni com base em
caréncia regional.

Mineracao de

Exploracao de grandes
volumes de dados para

Deteccao de fraudes,
desvios ou

Cruzamento de dados
para identificar bolsas

Dados (Data ~ inconsisténcias em . .
. . encontrar padrdes indevidas ou fraude no
Mining) bases de dados .
ocultos. Ly 1 Prouni.
publicas.
Interpretagdo Avaliagdo de

Analise de
Sentimento (via
PLN)

automatizada de
opinides expressas em

textos.

percepgao publica
sobre politicas

implementadas.

Monitoramento da
aceitacdo publica do
Prouni nas redes sociais.
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Ferramenta /
Abordagem

Descricao

Aplicacoes na
Avaliacio de Politicas
Publicas

Exemplos praticos
(para FIES / PROUNI)

Redes neurais
artificiais

Estruturas que simulam
o funcionamento do
cérebro para reconhecer
padrdes complexos.

Classificacao de perfis
e desempenho de
beneficiarios.

Analise do perfil de
alunos que concluem
com éxito o Fies.

Sistemas de
Deteccao de

Modelos que
identificam padrdes
incomuns ou suspeitos

em grandes volumes de
dados.

Deteccao de fraudes,
inconsisténcias
cadastrais e desvios no

Identificagdo de
cadastros fraudulentos
no Fies ou
inconsisténcias entre

Anomalias Ferramentas: Isolation |uso de recursos ~
. , 1 declaragdes de renda e
Forest (Scikit-learn),  |publicos. )
dados fiscais.
modelos de Deep
Learning para outliers.
Bots inteligentes que
RPA + 1A automatizam tarefas Integrag¢do de dados de Automaciio da coleta de

(Robotic Process
Automation com

repetitivas e
burocraticas com apoio
de IA.

diferentes bases;
geracdo automatica de
relatorios;

dados entre MEC,
universidades e bancos

Inteligéncia . s it t
eisenc Ferramentas: UiPath, |consolidagdo de para monitoratento de
Artificial) . ) - contratos do Fies.
Automation Anywhere, |informagdes.
Blue Prism.
Sistemas integrados que
associam dados - .. . ~ )
e ’ Avaliagdo preditiva de [Simulagdes de impacto
Modelos de inferéncia causal e L. o
. o~ . ~ . |cenarios, testes de ao mudar critérios de
Avalia¢ao simulagdes para avaliar

Automatizada de
Politicas Publicas

impactos.
Ferramentas: DoWhy,
EconML (Microsoft),
NetLogo, AnyLogic.

politicas alternativas,
apoio a tomada de
decisdo.

concessdo do Prouni ou
taxas de financiamento
do Fies.

Fonte: Elaboragdo propria baseada em varios autores (2025).

Abaixo estdo quatro propostas de ferramentas de Inteligéncia Artificial, apresentadas

de forma mais detalhada e estruturada, com énfase nas suas aplicacdes especificas para o

aprimoramento da avaliagao e gestdo dos programas Fies e Prouni:

4.2.1. Processamento de Linguagem Natural (PLN) para analise documental

O PLN pode

ser empregado para automatizar a analise de

documentos
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administrativos, relatérios de desempenho das instituicdes de ensino e pareceres técnicos.
Isso permitiria identificar padrdes, recorréncias de problemas e até inconsisténcias nas
justificativas apresentadas pelas entidades participantes do Fies e Prouni. Permitem a analise
automatizada de grandes volumes de textos.

Paralelamente, a integracdo de ferramentas de Big Data Analytics contribui para
consolidar e cruzar grandes volumes de dados provenientes de diferentes fontes — como
MEC, FNDE, universidades e instituicdes financeiras. Essa capacidade analitica expande
significativamente o potencial de monitoramento e avaliagdo dos programas educacionais
(OCDE, 2021), superando uma das fragilidades centrais apontadas pelo TCU: a
fragmentacdo e baixa interoperabilidade dos sistemas publicos.

Por exemplo, algoritmos de PLN podem classificar automaticamente milhares de
textos segundo critérios predefinidos, facilitando o monitoramento de irregularidades e a
producdo de relatdrios gerenciais (Kelleher; Tierney, 2018). Na pratica, ferramentas como
spaCy, NLTK e Transformers da HuggingFace (como BERT, GPT etc.) que sdo bibliotecas

em Python podem ser utilizadas. No contexto do Fies e Prouni, PLN pode ser ttil em:

1. Anélise automadtica de relatorios, pareceres, contratos e legislagdes relacionadas aos
programas;

2. Extracdo de informagdes relevantes sobre inadimpléncia, renegociagdo de dividas, ou
perfis de estudantes;

3. Detecgdo de padrdes ou inconsisténcias nos textos de prestacao de contas.

4.2.2. Aprendizado de maquina para predicdo de inadimpléncia e evasido

O uso de modelos preditivos baseados em aprendizado de maquina (machine
learning) ¢ especialmente relevante para o Fies, dada a crescente preocupacdo com a
inadimpléncia dos estudantes. Com o treinamento de algoritmos utilizando bases historicas
de dados, seria possivel antecipar casos com maior risco de inadimpléncia ou evasao,
possibilitando a adogdo de medidas preventivas tais como bolsa permanéncia para auxiliar
nas despesas dos estudantes (Domingos, 2015).

A literatura destaca que, quando implementados com rigor metodologico e supervisao
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adequada, os algoritmos de aprendizado de maquina podem gerar insights decisivos para o
aperfeicoamento continuo das politicas, otimizando recursos publicos e ampliando os
impactos positivos para os beneficidrios.

Além disso, o Prouni poderia se beneficiar dessas analises para avaliar o risco de
abandono de curso entre bolsistas, ajustando critérios de sele¢do ou fortalecendo politicas de
permanéncia. S3o muitas as técnicas que criam modelos capazes de aprender padrdes e
realizar previsdes. Na pratica, ferramentas como: Scikit-learn, XGBoost ¢ AutoML (Google,
Microsoft, Amazon) podem ser utilizadas para automagao de processos. No contexto do Fies

e Prouni, ML pode ser util em:

1. Predicao da inadimpléncia com base no perfil socioecondomico dos alunos,
desempenho académico e condi¢des de financiamento;
2. Identificagdo de fatores que mais influenciam o sucesso ou fracasso dos beneficiarios;

3. Analise de eficiéncia e impacto dos programas com base em dados historicos.

4.2.3. Sistemas de recomendacio para melhoria na concessao de beneficios

Sao modelos que indicam agdes ou decisdes com base na analise de dados histéricos.
Sistemas de recomendagdo sdo amplamente utilizados no setor privado e podem ser
adaptados para apoiar decisdes publicas, como a concessao de bolsas ou financiamentos. Tais
sistemas podem também alertar para discrepancias ou fraudes no processo seletivo,
fortalecendo os mecanismos de integridade publica e controle, pois processam grandes
volumes de dados e percebem comportamentos que nao seriam identificados em andlises
unicamente manuais.

Com base em modelos de IA, seria possivel sugerir, de maneira mais eficiente e
transparente, quais estudantes possuem maior aderéncia aos critérios e maior potencial de
conclusdo dos cursos, por exemplo, aumentando a efetividade dos programas. Na pratica,
ferramentas como: Scikit-learn (para modelos basicos), TensorFlow ou PyTorch (para
modelos mais avangados) podem ajudar na tomada de decisdo publica. No contexto do Fies e

Prouni, sistemas de recomendacdo podem ser uteis em:
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1. Priorizar quais beneficidrios estdo mais propensos a inadimpléncia, ajudando na
gestdo de crédito educativo;

2. Sugerir melhorias no desenho dos programas, com base nos perfis dos alunos e
resultados obtidos;

3. Orientar a defini¢do de critérios adicionais para concessdo de bolsas e financiamento,

como recomendou o TCU.

4.2.4. Ferramentas de visualizacio e transparéncia de dados

A combinacdo de andlise estatistica com técnicas de IA para criar dashboards
(painéis) e relatorios automatizados pode contribuir com a publicidade. O desenvolvimento
de dashboards interativos e plataformas baseadas em IA permitiria consolidar e
disponibilizar informagdes sobre a execu¢do e os resultados do Fies e Prouni, promovendo
maior transparéncia e fortalecendo o controle social.

Tais ferramentas podem ser integradas com sistemas de Business Intelligence (BI) e
Data Analytics, permitindo que gestores, auditores e cidadaos tenham acesso a informagdes
tempestivas sobre evidéncias de adesdo, taxa de inadimpléncia, distribui¢do geografica dos
beneficios e impactos sociais (OCDE apud Ubaldi et al., 2019).

Contudo, conforme alerta a Organizacdo para a Cooperacdo e Desenvolvimento
Econdmico, ¢ essencial que o uso da IA na administracao publica esteja acompanhado de
mecanismos que assegurem a explicabilidade e a transparéncia algoritmica, de modo a evitar
opacidades e reforgar a confianca da populacao (OCDE, 2021).

Na pratica, ferramentas como Power BI ou Tableau com integragdo de modelos de IA,
Python (Pandas, Matplotlib, Seaborn) para analises customizadas e Google Data Studio
podem ser usadas. No contexto do Fies e Prouni, ferramentas de visualizagdo podem ser Uteis

para:

1. Criar painéis de controle para monitoramento em tempo real dos programas;
2. Visualizar padrdes de concessao, inadimpléncia, evasdo e desempenho dos
programas;

3. Aumentar a transparéncia, como recomenda o TCU.
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4.3. Desafios para a implementacio da IA no contexto do FIES e PROUNI

Embora as solucdes apresentadas sejam promissoras € representem um avango
significativo na modernizagdo da gestdo publica, sua implementacdo enfrenta desafios
consideraveis. A adog¢do de tecnologias baseadas em inteligéncia artificial em politicas como

o Fies ¢ o Prouni esbarra em restrigdes técnicas, institucionais ¢ éticas.

4.3.1. Barreiras técnicas e institucionais

A adogdo de solugdes de IA requer a superacdo de barreiras técnicas como a
qualidade e disponibilidade dos dados, a falta de interoperabilidade entre os sistemas, a
infraestrutura tecnologica deficiente em varios 6rgdos, e a baixa explicabilidade de modelos
completos que usam IA. Como exemplo de barreiras institucionais temos déficit de
capacitacdo técnica dos servidores publicos, falta de cultura de dados e evidéncias, auséncia
de regulamentagao e problemas de governanga e coordenagao.

A resisténcia institucional a mudancas pode dificultar a incorporagdo dessas
tecnologias. As tecnologias emergentes precisam ser exploradas para que sejam analisadas
quais ferramentas sao mais adequadas a cada caso. Ter a competéncia necessaria para aplicar
a ciéncia de dados vai exigir a busca por colaboragdo com cientistas de dados experientes
devido a complexidade do manuseio.

Ainda nesse sentido, a maneira como se coletam os dados ¢ como a limpeza e
preparagdo dos mesmos ¢ realizada ¢ de suma importancia para que se tenha garantia da
qualidade das evidéncias. Quando esse processo de preparacao nao ¢ feito de modo correto, €
possivel que a modelagem, interpretagdo e comunica¢do dos resultados encontrados sejam
inveridicos.

Adicionalmente, ¢ indispensavel que os atores envolvidos na implementagdo se
mantenham inteirados sobre a necessidade de retroalimentacdo continua de conhecimentos
para ajustar as ferramentas e modelos selecionados as novas demandas (Soares, 2020). O
TCU indicou, por exemplo, que os dados relativos a declaragdo de renda sdo divergentes se

considerar os sistemas do MEC e da Receita Federal, provando a falta de coordenagdo e
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atualizag¢do dos dados em tempo real.

No contexto brasileiro, a falta de interoperabilidade ¢ uma das principais barreiras
para a modernizagdo da gestdo publica e para o uso estratégico da IA na formulagao,
monitoramento e avaliagdo de politicas publicas. Essa desagrega¢do tecnologica impede a
construcao de bases de dados consistentes, o que dificulta a andlise de informacdes de forma
integrada e tempestiva, além disso, ndo ha padrdes técnicos e normativos bem estruturados.
Como consequéncia, ha retrabalho, redundancia de cadastros, baixa qualidade de
informacodes e perda de eficiéncia administrativa (Brasil, 2025a).

Segundo Nielsen (2023), nenhum setor ficara isento dos impactos das tecnologias. E
certo que tanto os métodos avaliativos quanto as formas de avaliagdo experimentardo
modificagdes consideraveis a medida em que a tecnologia avanca. Ainda segundo o autor,

“para fazer uso das tecnologias emergentes, as equipes de avaliagdo precisardo adicionar

competéncias da ciéncia de dados a sua composi¢ao tipica.” (Nielsen, 2023, p.7).

4.3.2 Risco de viés algoritmico e discriminacio

Um dos principais riscos associados a aplicagdo de IA na gestdo publica ¢ a
possibilidade de reproducdo e ampliagdo de vieses estruturais presentes nos dados histéricos.
Algoritmos treinados com bases de dados enviesadas podem gerar decisdes discriminatorias,
mesmo que de forma ndo intencional, afetando negativamente grupos ja vulnerabilizados.
Como apontam Zliobait¢ (2017) e Crawford (2021), a imparcialidade algoritmica nio é
garantida apenas pela tecnologia em si, mas exige critérios rigorosos de desenvolvimento,
validagao e supervisao humana continua.

No contexto do Fies e do Prouni, isso pode se refletir, por exemplo, em classificacdes
preditivas que priorizem candidatos com maior probabilidade de sucesso financeiro,
desconsiderando varidveis sociais como raga, territorio ou rede de ensino, o que

comprometeria os principios de equidade e inclusdo desses programas.

4.3.3 Garantia da proteciao de dados pessoais

A utilizacdo de sistemas baseados em IA depende da coleta, processamento e
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cruzamento de grandes volumes de dados, incluindo informagdes pessoais sensiveis dos
beneficidrios. Isso impde uma responsabilidade direta em relagdo ao cumprimento da Lei
Geral de Protegao de Dados Pessoais (Lei n° 13.709/2018).

Conforme estabelecido na LGPD, o tratamento de dados deve respeitar principios
como finalidade, necessidade, seguranca e transparéncia (Brasil, 2018). Para isso, ¢
fundamental que os 6rgdos gestores do Fies e do Prouni implementem mecanismos robustos
de governanca de dados, com politicas claras de anonimizagdo, controle de acesso,

rastreabilidade e responsabilizagdo por eventuais incidentes.

4.3.4 Barreiras institucionais e culturais

Outro desafio relevante ¢ a existéncia de barreiras institucionais ¢ culturais a adogao
da inteligéncia artificial na administragdo publica. A transformacado digital exige ndo apenas
investimentos em infraestrutura tecnoldgica, mas também a mudangca da cultura
organizacional, com énfase na valorizacao de evidéncias e dados como base para a tomada de
decisdo.

Além disso, ha um déficit significativo de capacitacdo técnica entre servidores
publicos para lidar com ferramentas de IA, o que pode limitar sua utilizagdo ou gerar
dependéncia excessiva de fornecedores externos. Superar essas barreiras exige esforgos

articulados de formacao, mudanca de mentalidade e incentivo a inovagao governamental.

4.3.5 Sintese da Analise

Quadro 4 - Sintese Fragilidades, Solucdes de IA e Desafios de Aplicagao

Fragilidades Identificadas |Solucdes Propostas com 1A Desafios de Aplicaciao

Fragmentacao de dados Integracdo de bases com Garantia da interoperabilidade
Big Data e Processamento | entre sistemas publicos
de Linguagem Natural

(PLN)
Auséncia de Modelos preditivos por Prevencao de viés algoritmico e
monitoramento eficaz meio de técnicas de discriminagao indireta

Machine Learning (ML)
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Fragilidades Identificadas

Solugdes Propostas com 1A

Desafios de Aplicaciao

Opacidade na prestacao de
contas

Dashboards interativos e
plataformas de
visualizacdo em tempo real

Assegurar transparéncia,
explicabilidade e seguranca dos
dados

Alta inadimpléncia no
Fies

Predicao de risco e
intervengdo antecipada

Defasagem na infraestrutura e
caréncia de capacitacdo técnica

com algoritmos
supervisionados

Fonte: elaboracao propria (2025).

4.4 Consideracoes sobre a viabilidade das solucoes

A andlise realizada ao longo deste capitulo indica que a adogdo de ferramentas
baseadas em inteligéncia artificial representa uma oportunidade estratégica para qualificar a
gestdo e a avaliagdo dos programas Fies e Prouni. Essas solugdes, quando corretamente
implementadas, podem contribuir para a superacao de fragilidades estruturais, aumentar a
eficiéncia administrativa e promover uma cultura de tomada de decisdo orientada por dados.

Além disso, tais iniciativas estdo em consonancia com as tendéncias internacionais de
modernizacdo do setor publico, conforme destacam os relatdrios da Organizagdo para a
Cooperagao e Desenvolvimento Econdmico (OCDE, 2021), que recomendam o uso ético de
tecnologias emergentes como vetor de modernizagdo, transparéncia e accountability
governamental.

Entretanto, a viabilidade dessas solugdes depende de condi¢des institucionais,
técnicas e normativas. Em primeiro lugar, ¢ fundamental assegurar que o desenvolvimento e
a aplicagdo de tecnologias de IA ocorram de forma ética, responsavel e centrada no interesse
publico, evitando riscos de opacidade, discriminacdo algoritmica e exclusdo digital
(Crawford, 2021).

J4

Além disso, ¢ necessario avancar na modernizacdo das instituigdes publicas, com
investimentos em infraestrutura tecnoldgica, interoperabilidade de sistemas e capacitagdo
técnica dos servidores. Sem recursos humanos qualificados e uma base de dados integra e
acessivel, os modelos algoritmicos podem gerar mais distor¢des do que solugdes.

Por fim, a constru¢do de uma governanga de dados clara, segura e transparente ¢

indispensavel para garantir a legitimidade do uso da IA. Isso inclui o respeito a Lei Geral de
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Prote¢ao de Dados (LGPD), a criagdo de protocolos para o uso responsavel de algoritmos, e
o envolvimento da sociedade civil no controle das inova¢des implementadas.

Portanto, embora o uso da IA apresente elevado potencial transformador, sua adogao
exige planejamento estruturado, visdo de longo prazo e compromisso com 0s principios

democraticos e de justica social.
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5 CONSIDERACOES FINAIS

Este trabalho teve como objetivo analisar as potencialidades da IA para aprimorar a
avaliacdo das politicas publicas de financiamento e acesso ao ensino superior no Brasil,
tomando como estudo de caso os programas Fundo de Financiamento Estudantil (Fies) e
Programa Universidade para Todos (Prouni).

A partir da revisdao bibliografica, da analise documental e da aplicacdo de conceitos
contemporaneos da area de IA, foi possivel identificar importantes fragilidades na gestdo e
avaliacdo desses programas, tais como a fragmentagdo de dados, a auséncia de indicadores de
desempenho robustos e o alto indice de inadimpléncia, especialmente no caso do Fies,
comprometendo sua eficiéncia e sustentabilidade (Brasil, 2024a; IPEA, 2018).

Em contrapartida, a pesquisa revelou que a adocdo de ferramentas de IA pode
representar um caminho viavel para superar tais limitagcdes. Nesse contexto, o estudo apontou
que a A pode ser empregada em diversas frentes: desde a automagao da analise documental
e do cruzamento de bases de dados, até a aplicagdo de modelos preditivos para riscos,
ferramentas de andlise causal, e o uso de dashboards interativos com dados em tempo real,
voltados a transparéncia e ao controle social. Tais aplicagdes contribuem para uma avaliagao
mais continua, sistematica e orientada por evidéncias.

No entanto, também foram identificados desafios relevantes, como o risco de viés
algoritmico, a necessidade de conformidade com a Lei Geral de Protegao de Dados e a
importancia de superar barreiras institucionais e culturais na administragdo publica
(Crawford, 2021; Zliobaité, 2017).

Como contribuicdo pratica, o trabalho propds um conjunto de ferramentas de A
aplicaveis a avaliagdo do Fies e do Prouni, acompanhadas de suas potencialidades e desafios,
sugerindo caminhos possiveis para uma transformacao digital responsavel na administragdo
publica brasileira.

Assim, conclui-se que, embora a integracdo da IA na avaliagdo de politicas publicas
represente uma oportunidade significativa de modernizagao e eficiéncia, seu sucesso depende
da formulagdo de politicas de governanga de dados sdlidas, do desenvolvimento de
capacidades técnicas institucionais e da promoc¢ao de uma cultura organizacional orientada

por dados.
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Para isso, os avaliadores necessitam ndo apenas se adaptar, mas prosperar no cenario
dindmico de praticas de avaliacdo remodeladas pelo advento da inteligéncia artificial. As
organizacdes avaliativas precisam estar equipadas com as habilidades necessarias para
aproveitar todo o potencial das ferramentas de IA e abracar os desafios e oportunidades
trazidas pelas tecnologias emergentes.

Além disso, ¢ fundamental que o uso de IA seja orientado por principios éticos e de
justica social, a fim de garantir que os avancos tecnologicos contribuam para a efetiva
democratiza¢do do acesso a educacdo superior, que constitui o principal objetivo das politicas
analisadas. A discussdo sobre a tematica ndo ¢ simples. Essas questdes indicam a necessidade
de modernizacdo dos instrumentos de acompanhamento e avaliagdo das politicas
educacionais, com destaque para o potencial das novas tecnologias.

Por fim, recomenda-se que futuras pesquisas aprofundem a analise experimental da
aplicagdo concreta de ferramentas de IA na gestdo de programas publicos, bem como
investiguem os efeitos dessas tecnologias sobre a efetividade, eficiéncia e equidade das
politicas publicas educacionais no Brasil para fortalecer a capacidade estatal na era dos dados

e da inteligéncia artificial.
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