
U n iv e rs id ad e  de  B ra s ília  
D e p a r ta m e n to  d e  E s ta t ís t ic a

P ro c e s sa m e n to  de  L in g u ag em  N a tu ra l  p a ra  A p licacão  de  T ecn icas  de 
A p re n d iz a d o  de  M a q u in a  e R ec o n h e c im en to  de  E n tid a d e s  N o m e ad a s  em

P o r ta r ia s  J u r íd ic a s

D av i E sm e ra ld o  d a  S ilva A lb u q u e rq u e

Trabalho de Conclusão de Curso apresen­
tado para o Departam ento de Estatística 
da Universidade de Brasília como parte 
dos requisitos necessarios para obtencao 
do grau de Bacharel em Estatística.

Brasília
2025



D av i E sm e ra ld o  d a  S ilva A lb u q u e rq u e

P ro c e s sa m e n to  de  L in g u ag em  N a tu ra l  p a ra  A p licação  de  T ecn ica s  de  
A p re n d iz a d o  de  M a q u in a  e R e c o n h e c im en to  de  E n tid a d e s  N o m e ad a s  em

P o r ta r ia s  J u r íd ic a s

Orientador: Prof. Eduardo Monteiro de Castro Gomes

Trabalho de Conclusão de Curso apresen­
tado para o Departam ento de Estatística 
da Universidade de Brasília como parte 
dos requisitos necessarios para obtencao 
do grau de Bacharel em Estatística.

Brasília
2025



3

Agradecim entos

Aos meus pais, Marconi e Jocyane, dedico meu mais profundo e sincero agrade­
cimento. Eles sempre foram minha base e fonte de inspiraçao. Nunca mediram esforços 
para garantir que eu e meu irmao tivessemos tudo o que precisávamos. O que somos e o 
que ainda nos tornaremos e tambem fruto da dedicacao imensurável que sempre tiveram 
a nossa formacao e educacao. Espero ainda ter muitas oportunidades de retribuir e de 
deixá-los orgulhosos.

Sou imensamente grato a oportunidade de ter cursado Estatística na Universidade 
de Brasília (UnB), um a instituicão de excelencia, com docentes altam ente qualificados que 
contribuíram de maneira significativa para minha formaçao academica. Desse modo, gos­
taria  de expressar minha sincera gratidao ao professor Eduardo Monteiro pela orientaçao 
deste trabalho. Sua atuaçao superou minhas expectativas, especialmente nos momen­
tos em que demonstrou interesse genuíno pelos meus objetivos pessoais e se colocou a 
disposicao para me escutar e auxiliar com entusiasmo.

Sou profundamente grato pelas experiencias academicas e profissionais que vivi ao 
longo da graduaçao, com destaque especial à oportunidade de integrar e liderar a Empresa 
Junior de Estatística da UnB, a ESTAT. Essa vivencia contribuiu de maneira determinante 
para o meu desenvolvimento pessoal e profissional. Como disse em meu discurso de 
despedida da empresa, sou grato por cada desafio enfrentado, pelos aprendizados que 
m arcaram  minha trajetória, pelas conquistas celebradas e, principalmente, pelas pessoas 
incríveis que tive o privilegio de conhecer. Levo comigo nao apenas memorias, mas as 
amizades que construí e que espero preservar por muitos anos. Alem disso, minha gratidao 
se estende tam bem  às amizades que carrego desde o ensino fundamental e medio, que 
continuam sendo fonte de apoio, leveza e pertencimento.



4

Resum o

No presente trabalho e proposta a aplicação de técnicas de Processamento de 
Linguagem N atural (PLN) para a analise de portarias publicadas em 2024 pelo Gabinete 
da Presidencia do Tribunal de Justica do Distrito Federal e dos Territórios (TJD FT).
O trabalho contempla três frentes principais: a mensuracao da similaridade semântica 
entre esses documentos, a identificaçao de agrupamentos tematicos e o reconhecimento de 
entidades nomeadas. Para tanto, os dados textuais foram extraídos por meio de técnicas 
de raspagem de dados (web scraping), seguidos por procedimentos de pré-processamento, 
vetorizacao semantica (embeddings), redução de dimensionalidade e, por fim, submetidos 
a modelos de agrupamento e reconhecimento de entidades nomeadas. Adicionalmente, 
desenvolveu-se uma aplicacao interativa em ambiente web utilizando a biblioteca Streamlit 
do python, com o objetivo de disseminar o acesso aos resultados deste trabalho.

P a lav ra s-ch av e : P ro c e s sa m e n to  de  L in g u ag em  N a tu ra l ,  A p re n d iz a d o  de  M áq u in a , 
C lu s te r iz a ç ã o , S im ila r id a d e  T e x tu a l, R ec o n h e c im en to  d e  E n tid a d e s  N o m e a ­
d as , P o r ta r ia s  J u r íd ic a s .
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Abstract

This study proposes the application of Natural Language Processing (NLP) te- 
chniques to analyze executive orders published in 2024 by the Office of the Presidency of 
the Federal District and Territories Tribunal of Justice (TJD FT). The work focuses on th- 
ree main fronts: measuring the semantic similarity between these documents, identifying 
them atic clusters, and performing named entity recognition (NER). To this end, textual 
data  were extracted using web scraping techniques, followed by preprocessing procedures, 
semantic vectorization (embeddings), dimensionality reduction, and finally, submission to 
clustering and NER models. Additionally, an interactive web application was developed 
using Py thon’s Streamlit library, with the goal of disseminating access to the results of 
this study.

K ey w o rd s: N a tu ra l  L an g u ag e  P ro ce ss in g , M ach in e  L ea rn in g , C lu s te r in g , T ex­
tu a l  S im ila rity , N a m e d  E n ti ty  R ec o g n itio n , L egal O rd e rs  .
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1 Introducao  j»

O avanco das tecnicas de Processamento de Linguagem Natural (PLN) tem  trans­
formado significativamente a forma como grandes volumes de dados textuais sao anali­
sados em diferentes domínios, como os da saúde, das humanidades digitais, do jurídico, 
entre outros. Esse progresso se deve a capacidade dessas tecnicas de perm itir que maquinas 
compreendam, interpretem  e gerem linguagem hum ana (CASELI; NUNES, 2024).

No contexto jurídico, essas ferramentas tem  o potencial, por exemplo, de auxiliar 
na analise de documentos por meio da automatizacao da extracao de nomes de partes 
envolvidas, datas, dispositivos legais citados e decisãoes judiciais. No entanto, a anúalise e a 
extracao de informações desses textos ainda apresentam desafios consideráveis, em razão 
das especificidades da linguagem jurídica e da heterogeneidade semantica dos documentos 
desse domínio (GOCHHAIT, 2024).

Ademais, modelos de aprendizado de maquina e de aprendizado profundo destacam- 
se como abordagens promissoras, pois tâem demonstrado bom desempenho, quando com­
binados com tecnicas de PLN, em tarefas relacionadas a utilizacao de linguagem natural. 
Tais míetodos possuem o potencial de transform ar dados naão estruturados em conheci­
mento estruturado, o que facilita o acesso a informacçoães relevantes e contribui para a 
maior agilidade em processos administrativos e jurídicos (OLIVEIRA; NASCIM ENTO,
2021).

Diante deste cenario, considerando a expressiva quantidade de documentos ofici­
ais publicados por instituiçães do sistema de justiça, identifica-se um a oportunidade de 
aplicacao das tecnicas descritas. Desse modo, o objetivo deste trabalho e aplicar modelos 
baseados em aprendizado de maquina e aprendizado profundo para realizar as tarefas 
de mensuraçcãao de similaridade semâantica, identificacçãao de agrupamentos e Reconheci­
mento de Entidades Nomeadas (REN) de portarias emitidas em 2024 pelo Gabinete da 
Presidencia do Tribunal de Justiça do Distrito Federal e Territórios (TJD FT). Outros- 
sim, propoãe-se o desenvolvimento de um aplicativo web interativo, com o objetivo de 
proporcionar um a visualizacao clara e sistematica dos principais resultados obtidos.

Assim, destaca-se que a aplicacao de tecnicas como o cúlculo de similaridade 
semantica e de agrupamento de textos possibilita a criação de representações mais inter- 
pretaveis dos dados, tanto  para humanos quanto para algoritmos de aprendizado. Es­
sas representacoes facilitam a segmentacao de documentos com base em características 
tem aticas ou estruturais comuns, contribuindo para a organizacão da informacao e a 
identificacão de padrães (MÜLLER E GUIDO, 2016, apud FREITAS, 2023).

De m aneira aníloga, modelos de Reconhecimento de Entidades Nomeadas (REN) 
se destacam por sua capacidade de identificar e categorizar informacçãoes específicas. No
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setor jurídico, essa tecnica tem  ampla aplicacao pratica na extracão autom atizada de, 
por exemplo, cláusulas contratuais e jurisprudencias, promovendo analises mais rapidas e 
precisas (GOCHHAIT, 2024).

Diante do exposto, por meio da aplicacao das tecnicas propostas neste trabalho, 
espera-se contribuir para a modernizacao da analise de portarias no setor jurídico, ofe­
recendo ganhos de eficiencia, suporte a tom ada de decisoes administrativas e judiciais e 
transparência dos processos internos presentes nas portarias contempladas.
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2 R eferencial Teorico

Nesta secão, sao apresentados os metodos estatísticos e computacionais adotados 
neste estudo. A escolha dessas abordagens foi orientada por sua eficacia em tarefas alinha­
das aos objetivos do presente trabalho, como o reconhecimento de entidades nomeadas, o 
cílculo de similaridade textual e o agrupamento das portarias em anílise.

2.1 P rocessam ento de Linguagem  N atural (PLN )

O Processamento de Linguagem Natural (PLN), ou Natural Language Processing 
(NLP), e um campo da Inteligencia Artificial que investiga metodos para o processa­
mento computacional da linguagem humana, em seus diversos possíveis formatos. Adi­
cionalmente, tem-se como foco o desenvolvimento de sistemas capazes de compreender, 
interpretar e gerar linguagem natural, sendo desafiado, principalmente, pela complexidade 
inerente à atribuição de significado as expressões linguísticas (CASELI; NUNES, 2024).

2 .1 .1  P r e  P ro c e s sa m e n to

O príe-processamento de dados textuais íe um a etapa essencial na aplicacçãao de 
tecnicas de inteligencia artificial, como o Processamento de Linguagem Natural (PLN) 
(OLIVEIRA; NASCIM ENTO, 2021). Seu objetivo principal e transform ar dados brutos 
em um formato limpo e estruturado, eliminando ruídos e facilitando a modelagem com­
putacional ou estatística (COPATTI, 2022). Desse modo, esse processo pode ser dividido 
em etapas, cada um a contribuindo para a melhoria da qualidade dos textos analisados.

Nesse aspecto, o fluxograma ilustrado na Figura 1 sintetiza as principais etapas 
de pré-processamento de dados textuais, proporcionando um a visao clara do processo e 
das operacçãoes envolvidas.
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Figura 1: Fluxograma de Processamento de Linguagem Natural

nrrada de Cados: Texlo 3mío

__________I_________
Limpeza da Texto:

Remrçao de pontuação, 
números e espaços extras

Nc-Tnalização:
Texio para minusculas, 

padronização de formatos

. ,
Tofcefiiiaçàa:

Dividir o texto em unidades merores ítokens)

. ,
Rerrcção de Stopwords:
Excluir palavras cc-n irs 

(ex.: a. de. é)

________ í________
Lerratizacio:

Reduzir palavras a forma base 
(ex.: correndo -> correr)

______ I______
Stemming: 

Reduzir palavras á raiz 
(es.: correndo -> corri

_____ 1______
Texto Pré-processado

Fonte: Elaboracao propria.

Conforme representado na Figura 1, a primeira etapa envolve a entrada dos da­
dos em seu formato bruto original. Posteriormente, e aplicada a remocao de caracteres 
especiais e numeros que nao possuem relevancia para a analise. De forma correlata, ele­
mentos como pontuaçao e símbolos sao descartados para que o texto fique mais limpo 
(COPATTI, 2022).

A etapa subsequente e a normalizacao que visa garantir maior consistencia e uni­
formidade nos dados textuais. Por tal motivo, essa etapa inclui, por exemplo, a remoçcaão 
de acentos e a transformacão das letras das palavras para minusculas (lowercasing), as­
segurando que variacães como “Casa” e “casa” sejam tra tadas como equivalentes.

A proxima etapa, conhecida como tokenizacao, consiste em segmentar o texto em 
unidades menores denominadas tokens. Com isso, um token corresponde a um a palavra 
ou termo, sendo a menor unidade significativa do texto (STRAKA; HAJIC; STRAKOVA, 
apud COPATTI, 2022).

Apos a tokenizacão, realiza-se a remoçao de stopwords, que elimina palavras de 
pouco valor semantico, como preposicoes, artigos e conjunções. Embora comuns, essas 
palavras não agregam valor significativo a analise. A esse respeito, sua remoçao torna o
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texto mais focado e relevante, evitando que as etapas posteriores de processamento sejam 
excessivamente influenciadas por termos muito frequentes (COPATTI, 2022).

Ja  a lematizacao desempenha um papel im portante ao reduzir as palavras a sua 
forma base, ou lema. Por exemplo, palavras como “correr” , “corre” e “correndo” sao 
todas transformadas na forma infinitiva “correr” . Sendo assim, essa simplificacao e útil 
para evitar redundancias no modelo.

A etapa de stemming tambem pode vir a ser util, complementando a lematizacao 
ao reduzir as palavras as suas raízes. Diferente da lematizacao, o stemming pode gerar 
formas incompletas ou truncadas das palavras, assim como e contemplado na Figura 1, 
mas igualmente pode contribuir para a reducao da dimensionalidade e para a melhoria 
da performance dos modelos.

2 .1 .2  W o rd  E m b ed d in g s

Em Processamento de Linguagem N atural (PLN), representar palavras por meio 
de vetores numericos e um a etapa essencial, pois possibilita converter dados textuais 
em formatos, como vetores ou matrizes, que podem ser interpretados e processados por 
algoritmos, modelos de aprendizado de maquina e tecnicas computacionais (FREITAS, 
2023; NASCIM ENTO, 2022).

Nesse contexto, uma abordagem que viabiliza a representacao de textos em tare­
fas de Processamento de Linguagem N atural (PLN) e o uso de Word Embeddings. Essa 
abordagem consiste em associar a cada palavra de um vocabulúrio um vetor numerico, 
de modo que palavras com significados semelhantes possuam vetores com características 
similares. Assim, sao preservadas relacoes semanticas e sintúticas entre as palavras (NAS­
CIM ENTO, 2022).

Uma tecnica de obtencao dos Word Embeddings comumente adotada e o Word2Vec, 
que contempla o Continuous Bag of Words (CBOW ) e o Skip-gram como suas arquite­
turas para a modelagem de palavras. Frente a isso, o C BO W  preve um a palavra com 
base no contexto de palavras vizinhas e, por outro lado, o Skip-gram preve o contexto de 
palavras vizinhas dada um a palavra central (MIKOLOV et a l., 2013; FREITAS, 2023).

Ja  o Doc2Vec (Distributed M emory Version of Paragraph Vector), um a extensao 
do Word2Vec, foi proposto com o objetivo de gerar representacoes vetoriais numericas nao 
apenas para palavras, mas tambem para documentos inteiros, preservando informacoes 
semanticas de maior escala. Assim como o Word2Vec, o Doc2Vec tam bem  possui duas 
arquiteturas, o Distributed M emory (DM) e o Distributed Bag of Words (DBOW ) (LE; 
MIKOLOV, 2014; CASELI; NUNES, 2024).

Dito isso, a arquitetura D M  funciona de maneira semelhante ao CBOW, incor­
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porando um vetor de contexto do documento juntam ente com as palavras vizinhas para 
prever a palavra central. Por sua vez, a arquitetura D B O W  e análoga ao Skip-gram, 
sendo responsavel por prever palavras a partir do vetor do documento.

Analogamente, o modelo FastText, desenvolvido pelo grupo Facebook A I  Research 
(FAIR), tambem surge como um a extensao do Word2Vec que aprimora a qualidade das 
representacoes de palavras. Diferentemente do Word2Vec, que tra ta  as palavras como 
unidades indivisíveis, o FastText representa cada palavra como a soma de vetores associ­
ados a seus n-gramas de caracteres, incorporando, assim, informacões sobre subpalavras 
e, consequentemente, captura informacões contextuais mais ricas (JOULIN et al., 2016; 
CASELI; NUNES, 2024).

Em suma, a escolha da táecnica mais adequada para a geraçcaao de embeddings de 
palavras exige um processo cuidadoso de investigacao, experimentacao e comparacao de 
diferentes modelos (OLIVEIRA; NASCIM ENTO, 2021).

2.2 A prendizado de M áquina

A aprendizagem de maquina (Machine Learning), ramo da inteligencia artificial, 
concentra-se no desenvolvimento de algoritmos capazes de aprender com experiencias an­
teriores e tom ar decisões baseadas em dados, minimizando a necessidade de interferência 
humana. Posto isso, essa abordagem tem-se mostrado eficaz na soluçao de problemas com­
plexos, como classificação de dados, reconhecimento de padroes e previsoes (FREITAS, 
2023).

De acordo com Geron (2019), os metodos de aprendizado de maquina podem 
ser classificados em distintas categorias, considerando diferentes critérios, tais como a 
presenca ou ausencia de supervisao no processo de treinam ento (aprendizado supervisi­
onado, não supervisionado, semi-supervisionado ou por reforço), a capacidade de apren­
dizado incremental em tempo real (aprendizado online ou em lote), a fundamentacao na 
comparacao direta de novos dados com instâncias previamente observadas (aprendizado 
baseado em instancias) ou na construcao de modelos preditivos que capturam  padroes 
subjacentes nos dados (aprendizado baseado em modelos).

2.3 A prendizado de M aquina Supervisionado

No aprendizado de maáquina supervisionado, o modelo áe treinado com um con­
junto de dados rotulados, ou seja, para cada entrada existe um a saída correta esperada. 
De maneira geral, o algoritmo precisa ser capaz de gerar respostas para novas entradas 
sem intervençcaao humana, baseando-se unicamente na experiâencia adquirida e nas regras
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desenvolvidas a partir de um conjunto inicial de dados de treinamento (FREITAS, 2023).

Alem disso, e tambem reforçado por Freitas (2023) que os problemas supervi­
sionados de aprendizado de maquina podem ser classificados em dois tipos principais: 
classificaçcãao e regressaão. Na classificaçcãao, o objetivo íe prever a categoria de uma ob- 
servaçao entre varias opçães, enquanto a regressão tem  como objetivo a previsao de valores 
contínuos. Neste trabalho, o foco sera direcionado a abordagem de classificaçao.

2.3.1 F lu x o  de  P ro c e s sa m e n to

Um algoritmo de aprendizagem de maquina supervisionado, segundo Lantz, 2013, 
apud Freitas et al, 2024, segue um a serie de etapas estruturadas, comecando pela coleta 
de dados, que envolve a obtencão, organizacao e preparacao das informacães necessarias 
para o treinam ento do modelo.

Em seguida, realiza-se a analise exploratoria, etapa crucial para avaliar a qua­
lidade dos dados. Nesta, sao incluídos o tratam ento de dados faltantes, a verificacao 
de correlaçães entre variaveis e a visualizacao de padroes iniciais, como agrupamentos e 
valores atípicos (outliers).

Apos a analise exploratória, e fundamental garantir que o modelo desenvolvido 
possua boa capacidade de generalizacao, ou seja, que m antenha um desempenho consis­
tente quando aplicado a dados nao vistos. Para isso, adota-se um a estrategia de particio- 
namento dos dados em subconjuntos para treino, validação e teste. Conforme destacado 
por Geron (2019), o conjunto de treino e utilizado para o ajuste dos parâmetros internos 
do modelo, enquanto o conjunto de validacao permite a calibracao dos hiperparâmetros, 
como taxa de aprendizado, numero de neurônios e intensidade de regularizacao, etapa es­
sencial para prevenir o sobreajuste (overfitting). Por fim, o conjunto de teste e utilizado 
exclusivamente para a avaliaçcãao final, o que proporciona um a estimativa do desempenho 
do modelo.

Em virtude disso, a avaliaçcãao final do modelo ocorre por meio da aplicaçcaão de 
míetricas específicas que perm item  m ensurar seu desempenho. Comumente, os modelos 
de classificacao são comparados utilizando metricas como acurada (accuracy), precisao 
(precision), sensibilidade (recall) e Fl-score (GRUS, 2016).

Desse modo, cabe destacar que essas míetricas sãao obtidas com base nos valores 
da matriz de confusao, exemplificada para classificaçao b in íria  na Tabela 1, a qual e 
composta por quatro elementos resultantes da comparaçao entre os rotulos reais e os 
rótulos preditos pelo modelo. A classe real corresponde ao valor verdadeiro observado, 
enquanto a classe predita refere-se a classificacão atribuída pelo modelo (GARCIA, 2021).
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Tabela 1: Matriz de confusão

Classe Real Classe Predita: Positiva Classe Predita: Negativa 
Positiva VP (Verdadeiro Positivo) FN (Falso Negativo) 
Negativa FP (Falso Positivo) VN (Verdadeiro Negativo)

No que tange aos conceitos dos termos que compoãem a Tabela 1, o Verdadeiro 
Positivo (VP) refere-se a situacao em que o modelo identifica que a classe e positiva 
(Classe Predita: Positiva) e, ao verificar o rotulo real, confirma que a classe e, de fato, 
positiva (Classe Real: Positiva). Em oposicao, o Verdadeiro Negativo (VN) ocorre quando 
o modelo classifica a classe como negativa, e ao comparar com o rotulo real, verifica-se 
que a classe e, de fato, negativa (FREITAS, 2023).

Analogamente, o Falso Positivo (FP) e identificado quando o modelo classifica a 
classe como positiva, mas ao verificar a resposta real, constata-se que a classe e negativa. 
Por fim, o Falso Negativo (FN) ocorre quando o modelo prediz a classe como negativa, 
mas ao verificar a resposta, descobre-se que a classe era positiva (FREITAS, 2023).

Alem disso, vale ressaltar que, em classificacoes multiclasse, a matriz de confusao 
torna-se um a matriz quadrada n x  n, em que n representa o numero de classes. As linhas 
correspondem as classes reais e as colunas às classes preditas. Os elementos da diagonal 
indicam os acertos, enquanto os demais representam erros de classificacao entre as classes.

Definidos os termos que compãem a Tabela 1, prossegue-se com a apresentacao 
das metricas mencionadas anteriormente. Assim, a acurada mensura a fracao de previsães 
corretas realizadas pelo modelo (FREITAS, 2023).

V P  +  V N
Acuracia =

V P  +  F P  +  V N  +  F N

E relevante salientar que em cenarios com forte desbalanceamento entre as classes, 
algo bastante comum na pratica, a acuracia pode apresentar valores elevados mesmo 
quando as demais metricas indicam baixo desempenho. Por essa razao, para a tarefa de 
Reconhecimento de Entidades Nomeadas, e comum a adocão preferencial das metricas de 
precisao, sensibilidade e Fl-score (GARCIA, 2021).

Em continuidade, a precisao mede o quao precisas sao as previsões positivas. Em 
outras palavras, ela avalia a proporçao de acertos entre todas as classificações positivas 
identificadas pelo modelo (GARCIA, 2021).

Precisao =  V P
V P  +  F P
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Na sequencia, tem-se a sensibilidade (recall), metrica que avalia a capacidade do 
modelo em identificar corretamente as instancias positivas. Ou seja, mede a proporçao de 
positivos que foram corretamente classificados (GARCIA, 2021).

V P  +  F N

Finalmente, o Fl-score e obtido como a media harmônica entre a precisão e a sen­
sibilidade, fornecendo um a medida balanceada do desempenho do modelo, especialmente 
util em contextos com classes desbalanceadas (GARCIA, 2021).

Alem das metricas ja  abordadas, Nascimento (2022) destaca tambem o uso re­
corrente do micro Fl-score e do macro Fl-score em sistemas de aprendizado profundo. 
Dessa forma, as equacoes que definem as duas metricas mencionadas sao apresentadas a 
seguir:

em que C representa o n ím ero  to tal de classes e F1n corresponde ao valor do F1-score 
calculado individualmente para cada classe n.

Sendo assim, cabe o destaque de que a metrica Macro F1-score, por se tra ta r 
da media simples dos F1-scores de cada classe, e mais indicada em cenarios com dados 
desbalanceados, enquanto a Micro F1-score tende a ser preferida quando os dados estao 
balanceados (LEUNG, 2022 apud NASCIMENTO, 2022).

Apos a conclusao de todas as etapas, coleta de dados, analise exploratíria, trei­
namento e avaliacao do modelo, o mesmo torna-se apto para ser aplicado (LANTZ, 2013, 
apud FREITAS et al., 2024).

2 .3 .2  O tim izacao  d a  E sco lh a  de  H ip e rp a râ m e tro s

F1-score =  2 •
Precisaão Sensibilidade

Precisao +  Sensibilidade

Micro-F1
V P

V P  +  1 (F P  +  F N )

Apos a selecão inicial de modelos promissores, um a etapa fundamental no desen­
volvimento de sistemas de aprendizado de m íquina e o ajuste fino dos hiperparâmetros
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(fine-tuning). Essa pratica busca encontrar a melhor combinacão de valores para parâmetros 
que nãao saão aprendidos diretamente durante o treinamento, mas que im pactam  significa­
tivamente o desempenho final do modelo (GeRON, 2019).

O ajuste manual dos hiperparâm etros, embora possível, e altam ente custoso 
e limitado em termos de abrangencia, especialmente diante de m íltip las combinacoes 
possíveis. Dado este cenario, para autom atizar esse processo e garantir um a busca mais 
abrangente e sistematica, um a possível abordagem e o Grid Search (GeRON, 2019).

Nesse sentido, o funcionamento geral do Grid Search consiste na d e f in h o  de 
diversos valores (grade) para cada um dos hiperparâametros. Em seguida, todas as com- 
binacoes entre esses valores são elaboradas e, para cada um a delas, o modelo e treinado 
e avaliado. Por fim, seleciona-se a combinacão que apresenta o melhor desempenho com 
base em um a metrica previamente definida (GeRON, 2019).

2 .3 .3  A m o s tra g e m  E s tra tif ic a d a

A amostragem estratificada consiste na divisao de um a populacao em subgrupos, 
denominados estratos, definidos com base em uma ou mais características conhecidas da 
populacão. A partir desses estratos, sao selecionadas amostras de forma independente, 
respeitando proporcães preestabelecidas. Desse modo, essa tecnica e especialmente reco­
mendada quando se busca melhorar a precisaão das estimativas ou obter informacçoães nãao 
apenas para a populaçao como um todo, mas tambem para suas subpopulacôes (BOLFA- 
RINE; BUSSAB, 2004).

De acordo com Bolfarine e Bussab (2004), um dos aspectos fundamentais nesse 
processo e a d e f in h o  do criterio de alocacao da am ostra entre os estratos, pois essa 
escolha im pacta diretamente na eficiencia do plano amostral. Dentre os metodos de 
alocacao, destaca-se a alocaçao proporcional, na qual o tam anho da am ostra em cada 
estrato íe definido de forma proporcional ao tam anho do proíprio estrato na populaçcãao. 
Desse modo, se n e o tam anho to tal da amostra, N  o tam anho da populaçao e Nh o 
tam anho do estrato h, entao o numero de unidades selecionadas no estrato h e dado por:

N h
nh =  n ■ N

2.3 .4  V a lid acao  C ru z a d a

Conforme destacado em Hastie, Tibshirani e Friedman (2009), em um cenario 
ideal, seria possível reservar um subconjunto de dados exclusivamente para avaliacão, de 
modo a aferir o desempenho do modelo. Contudo, na pratica, essa abordagem frequente-
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mente se m ostra inviavel devido à escassez de dados.

Para contornar essa limitacão, emprega-se o procedimento denominado K-fold 
Cross-Validation, no qual os dados sao particionados em K  subconjuntos aproximada­
mente do mesmo tam anho e sem sobreposiçcaao. Posteriormente, o modelo íe ajustado 
iterativam ente utilizando-se K  — 1 desses subconjuntos como dados de treino, enquanto 
o subconjunto remanescente íe utilizado para teste, sendo nesse avaliado o desempenho 
por meio das metricas de interesse. Ao final das K  iteraçoes, calcula-se a media dessas 
metricas, obtendo-se um a estimativa final do desempenho do modelo (LOCA, 2023).

Por outro lado, a validacao cruzada estratificada (StratifiedKFold) e um a extensao 
da abordagem tradicional, sendo particularm ente relevante quando as classes da variável 
resposta apresentam distribuições desbalanceadas. Segundo Geron (2019), esse metodo 
assegura que cada particão (ou fo ld ) preserve aproximadamente a mesma proporção de 
instâancias de cada classe existente no conjunto de dados por meio de um a amostragem 
estratificada.

2.3 .5  T ra ta m e n to  d e  B ases  D e sb a la n ce ad a s

Tecnicas de balanceamento de dados são amplamente empregadas para mitigar 
os efeitos do desbalanceamento de classes em tarefas de classificacao. Dentre as aborda­
gens mais consolidadas na literatura, destacam-se o oversampling (sobreamostragem), o 
undersampling (subamostragem) e a combinacao de ambos (CORDEIRO, 2020).

O oversampling, tam bem  conhecido como upsample, busca aum entar a represen- 
tatividade da classe m inoritaria por meio da replicacão de dados ou da geracão de novos 
exemplos (CORDEIRO, 2020; FREITAS, 2023).

Por outro lado, o undersampling, recomendado para quando o tam anho do con­
junto de dados e consideravelmente expressivo, visa reduzir a quantidade de exemplos da 
classe m ajoritaria, promovendo o equilíbrio entre as classes por meio da eliminacão de 
possíveis redundancias (CORDEIRO, 2020).

Adicionalmente, há a possibilidade de aplicar a combinacão de oversampling e 
undersampling, aproveitando os benefícios de ambas as abordagens de forma conjunta. 
Essa estrategia híbrida busca nao apenas aum entar a representatividade da classe mino­
ritaria, mas tambem eliminar redundâncias da classe m ajoritaria, promovendo um melhor 
desempenho do modelo em tarefas de predicao (CORDEIRO, 2020).
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2.4 A prendizado de M áquina N ão Supervisionado

O aprendizado nao supervisionado consiste em um a abordagem da aprendizagem 
de múquina na qual os modelos sao treinados utilizando dados nao rotulados, ou seja, 
sem informacoes explícitas sobre os resultados esperados. Diferentemente do aprendizado 
supervisionado, o objetivo central e identificar padroes ocultos, detectar anomalias, ve­
rificar agrupamentos (clusters), reduzir dimensionalidade e viabilizar a visualizacao dos 
dados ou relações relevantes entre eles (GeRON, 2019).

Sob essa perspectiva, por sua natureza exploratúria, o aprendizado nao super­
visionado desempenha um papel fundamental na compreensao inicial de bases de dados, 
especialmente em cenarios em que a obtençao de rótulos e inviúvel devido a custos elevados 
ou ao tempo demandado no processo de anotacçaao.

2.4.1 K -M e a n s

O algoritmo particional K-Means íe um a tíecnica empregada em tarefas de aprendi­
zado de maquina nao supervisionado, sendo utilizada para agrupar dados quantitativos em 
k grupos distintos. Desse modo, sua popularidade se deve, principalmente, a combinacao 
entre simplicidade operacional e eficiencia na formacao de agrupamentos (MAGALHAES, 
2020).

Diante disso, seu funcionamento baseia-se inicialmente na selecao de k pontos do 
conjunto de dados como centrúides iniciais. Em seguida, cada ponto e atribuído ao grupo 
cujo centroide estiver mais proximo, com base em um a medida de distancia. A partir 
disso, os centroides sao atualizados como a media dos pontos alocados a cada grupo. 
Dessa forma, esse processo e repetido iterativamente ate que nao haja mais mudancas nas 
atribuicoes ou seja atingido um numero múximo de iteraçoes (GOLDSCHMIDT; PASSOS; 
BEZERRA, 2015 apud MAGALHAES, 2020)

De maneira recorrente, no K-Means, utiliza-se a distancia euclidiana como medida 
para calcular o quao distantes dois pontos estao em um espaco multidimensional. No 
caso do agrupamento de textos, esse espaçco íe composto pelos seus vetores representativos 
(embeddings), em que cada dimensao representa um a informaçao derivada das palavras 
presentes nos textos (MAGALHAES, 2020).

A distancia euclidiana entre dois vetores x e y, com n componentes, representa 
a menor distancia entre os pontos, calculada pela raiz quadrada da soma dos quadrados 
das diferenças entre suas coordenadas:
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d(x ,y )
\ ^ (xi -  yi)2

i=l

Uma abordagem popularmente empregada para determ inar o numero ideal de 
grupos (k) no algoritmo K-Means e o metodo do cotovelo. Assim, ele consiste em executar
0 algoritmo para diferentes valores de k e calcular, para cada um, a soma dos quadrados das 
distancias do centroide para os pontos de dentro de cada cluster (WCSS). Ao representar 
esses valores em um grafico, observa-se uma curva decrescente, na qual o ponto de inflexao 
indica o valor de k a partir do qual acrescimos naão geram melhorias significativas na 
compactaçao dos grupos, sugerindo assim o numero ótimo de clusters (I.; OBUNADIKE, 
2022).

2 .4 .2  S im ila r id a d e  C osseno

A similaridade cosseno e um a medida que avalia o cosseno do aângulo formado 
entre dois vetores em um espaco multidimensional. Seu valor varia de 0 a 1, sendo que
1 indica que os vetores possuem a mesma direçao, ou seja, são totalm ente semelhantes, 
enquanto 0 representa vetores completamente distintos (FREITAS, 2023).

Dados dois vetores, X  e Y , a similaridade cosseno pode ser expressa pelo produto 
escalar, conforme a equacao:

X Y
similaridade =  cos(0) =

|X | - |Y|

A título de exemplo, em Freitas (2023), a similaridade cosseno e empregada para 
classificar processos semelhantes por meio da comparacão entre representacoes vetoriais 
de textos. Especificamente, a abordagem adotada consistiu em identificar, para cada 
texto nãao rotulado, o texto etiquetado mais similar com base nessa medida, atribuindo- 
lhe a etiqueta correspondente. Por sua vez, em Oliveira e Nascimento (2021), a tecnica e 
utilizada com o propóosito de m ensurar a distaância entre agrupamentos.

2 .4 .3  A n á lise  de  C o m p o n e n te s  P r in c ip a is

A Anaólise de Componentes Principais (PCA, do inglâes Principal Component 
Analysis) e um a tecnica estatística multivariada utilizada para reduzir a dimensionalidade 
de dados ao transform ar varióaveis possivelmente correlacionadas em um novo conjunto de 
variaveis nao correlacionadas, chamadas de componentes principais (MORAIS, 2011).

Assim, os componentes principais sao combinaçães lineares das variaveis originais
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e possuem a propriedade de serem ortogonais entre si, o que elimina a redundâancia de 
informação. Conforme descrito por MORAIS (2011), seja X  e  Rnxm um a matriz de dados 
com n observacoes e m  variaveis, as etapas da PCA podem ser descritas pelo seguinte 
processo sequencial:

1. Normalizacão dos dados: Garante que variaveis com diferentes escalas nao exerçam 
influencias desproporcionais na analise.

x i ^
Zi = -------- ,a

em que zi representa o valor padronizado, x i e a i-esima observacão, ^  corresponde 
à media amostral da variavel, e a  ao seu desvio padrao amostral. Assim, todas as 
variaveis passam a apresentar media zero e desvio padrao unitario.

2. Cílculo da matriz de covariancia: a matriz de covariancia C Z das variíveis padro­
nizadas e entao calculada como:

C z  =  Z TZ

em que ZT representa a transposta da matriz Z.

3. Identificacao de autovalores e autovetores: Em seguida, realizam-se os calculos dos 
autovalores e dos autovetores da matriz de covariancia. Dessa maneira, os autova­
lores indicam a quantidade de variancia explicada por cada componente principal, 
enquanto os autovetores representam a c o n tr ib u to  de cada variavel original na de- 
finicao da direcao das componentes principais (SILVA et al., 2005 apud MORAIS, 
2011).

4. Ordenacao e seleção das componentes principais: Os autovalores sao ordenados em 
ordem decrescente, e os autovetores correspondentes formam as colunas da matriz 
P:

P  =  [Vi V2 . . .  Vk],

5. Diagonalizacão : O ultimo passo consiste na mudanca de base da matriz de co­
variancia C Z por meio da matriz de autovetores P , obtendo-se um a matriz diagonal 
D  contendo os autovalores de C Z:

D  =  P -1C Z P .
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2.5 R econhecim ento de Entidades N om eadas (R EN )

O Reconhecimento de Entidades Nomeadas (REN), ou Named Entity Recognition 
(NER), e um a tecnica dentro do campo de Processamento de Linguagem N atural (PLN), 
voltada para a identificação e classificacao de entidades mencionadas em textos. No con­
texto jurídico, por exemplo, esse metodo se destaca ao identificar entidades como nomes 
de juízes, advogados e outros profissionais do direito em documentos legais, atribuindo 
um nível adicional de semôntica aos dados extraídos (CASTRO, 2019).

O processamento de linguagem natural demanda modelos capazes de capturar a 
dependencia contextual entre as palavras em um a sequencia. Isso se da porque o signifi­
cado de um a palavra, muitas vezes, depende diretamente das palavras que a antecedem 
ou sucedem. Nesse contexto, modelos baseados em sequôencias tornam-se essenciais, espe­
cialmente em tarefas como o Reconhecimento de Entidades Nomeadas (REN), nas quais 
a ordem e a relacao entre os termos carregam informacoes relevantes (NASCIMENTO,
2022).

Dessa maneira, as Redes Neurais Recorrentes do tipo Long Short-Term Memory 
(LSTM), introduzidas por Hochreiter e Schmidhuber (1997), foram desenvolvidas com o 
propísito  de superar limitacoes das redes recorrentes convencionais, particularm ente no 
que diz respeito a dificuldade de aprender dependencias de longo prazo em sequencias de 
dados (NASCIMENTO, 2022). A principal inovação da L ST M  reside na incorporaçao de 
celulas de m em íria responsaveis por armazenar informacoes ao longo do tempo. Alem 
disso, os portoes de esquecimento, introduzidos por Gers e Schmidhuber (2000), viabilizam 
o controle de informacães a serem deletadas (NASCIMENTO, 2022).

Adicionalmente, as Redes Neurais Recorrentes Bidirecionais (Bidirectional Long 
Short-Term Memory (BiLSTM )) representam um a extensão das LSTMs tradicionais, de­
senvolvidas para processar sequencias de dados em ambas as direcoes. Desse modo, essa 
arquitetura permite capturar informaçcoães contextuais tanto  anteriores quanto posteriores 
ao tempo t. Alem disso, os rotulos de saída do B iL ST M  para cada posicao t podem ser 
obtidos pela concatenacao dos estados ocultos gerados nas duas direcoes (COSTA, 2023).

Ambas as tecnicas, L ST M  e BiLSTM , apresentam-se como abordagens eficazes 
no tratam ento de sequencias em tarefas de Processamento de Linguagem Natural, como 
o Reconhecimento de Entidades Nomeadas (REN). Alem de seus fundamentos teoricos 
amplamente discutidos na literatura, essas arquiteturas estao implementadas e disponíveis 
para uso por meio de bibliotecas consolidadas na linguagem Python, como TensorFlow e 
PyTorch, o que facilita sua aplicacao pratica (GeRON, 2019).
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3 M etodologia

Nesta secao, sao apresentadas as etapas necessarias para a obtencao dos resultados 
deste estudo, com base na aplicaçao das tecnicas previamente descritas na Secao 2.

Os processos computacionais desenvolvidos foram implementados utilizando a 
linguagem de programacao Python (versão 3.10) em Google Colab, plataform a de desen­
volvimento em nuvem. Entre as principais bibliotecas utilizadas, destacam-se Numpy  e 
Pandas, para manipulaçao e analise de dados, Sklearn, para implementacao de algoritmos 
de aprendizado de maquina, Spacy, Nltk e Tensorflow, direcionadas ao pré-processamento, 
analise linguística e modelagem profunda de textos.

O fluxograma ilustrado na Figura 2 sintetiza a metodologia adotada neste traba­
lho, ilustrando o processo sequencial de aplicacao das tecnicas descritas.

Figura 2: Síntese metodológica

Coleta de Dados Tratamento XLP Word Embeddmss 
(Representação Vetorial de Palavras)

Modelos de Aprendizado de Máquina Reconhecimento de Entidades Nomeadas

Fonte: Elaboracao própria.

3.1 C oleta  de D ados

O conjunto de dados utilizado neste trabalho compreende portarias emitidas em 
2024 pelo Gabinete da Presidencia do Tribunal de Justica do Distrito Federal e dos Ter­
ritórios (TJD FT). Tendo isso em vista, essas portarias foram coletadas diretamente das 
publicacães oficiais disponíveis no site do Tribunal, utilizando tecnicas de raspagem de 
dados (web scraping). Para isso, foram utilizadas as bibliotecas requests, time e, do pacote 
bs4, a biblioteca BeautifulSoup.

A pratica de web scraping tem  sido amplamente adotada devido à sua capacidade 
de autom atizar a coleta de informacoes de paginas da web, transformando esses dados 
em formatos estruturados, comumente sem a necessidade de intervencao manual, o que a 
torna um a ferramenta pratica e eficiente para extracao de dados (Bhardwaj et al., 2021, 
apud Oliveira, 2023).

A Figura 3, referente ao conteudo da Portaria 1963, tem  por objetivo ilustrar o 
formato padrão das portarias analisadas.
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Figura 3: Portaria exemplo

Portaria GPR1963 de 30/12/2024

Secretaria-Geral do Tribunal de Justiça do Distrito Federal e dos Territórios

0  PRESIDENTE DO TRIBUNAL DE JUSTIÇA DO DISTRITO FEDERAL E DOS TERRITORIOS, no uso de suas atribuições legais, 
nos termos do art. 262-A, § 3°, do Provimento-Geral da Corregedoria aplicado aos Serviços Notariais e de Registro, e em

Alt. 1C Exonerar, a pedido, Claudia Cruz Cerquinho de Oliveira do cargo de juiza de paz I3 suplente do 3C Oficio de Registro 
Civil, Títulos e Documentos e Pessoas Jurídicas do Paranoá, a partir de 22 de dezembro de 2024.

Art. 2a Declarar vago o cargo de juiz de paz 1s suplente do 3a Oficio de Registro Civil, Titulos e Documentos e Pessoas 
Jurídicas do Paranoá, a ser preenchido mediante remoção entre os juizes de paz suplentes em exercício no Distrito Federal 
Parágrafo unico. Os interessados deverão requerer inscrição no prazo de 10 dias a contar da publicação desta Portaria.

Fonte: Site TJD FT.

Com o intuito de garantir a extracao apenas de conteúdos pertinentes das porta­
rias, empregaram-se expressoes regulares (regex), que possibilitam a pesquisa por padroes 
de textos, para identificar e delimitar informacões específicas, como numero da portaria, 
data  de emissao e conteúdo principal. Essa abordagem assegurou a coleta precisa dos 
elementos necessarios e assegurou que os dados estivessem alinhados com os objetivos 
do estudo, excluindo partes irrelevantes, como, por exemplo, rodapíes e cabeçcalhos. A 
biblioteca utilizada foi a re.

3.2 Pre P rocessam ento e L im peza dos D ados

O tratam ento dos dados textuais seguiu o conjunto de procedimentos descritos na 
Secao 2 para preparar os dados para as analises subsequentes. Primeiramente, os textos 
foram normalizados para garantir a uniformidade e evitar a duplicidade de palavras com 
variacoes de letras marnsculas e minúsculas.
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Em sequencia, a remoçao de stopwords foi realizada utilizando o pacote N LTK  
do Python, que fornece um a lista de palavras comuns em portugues, como ”o” , ”a” , ”de” ,
”em” , entre outras. Alem dessas palavras, foram excluídas siglas recorrentes no texto, 
como ”a rt” , ”caput” , ”cc”e caracteres especiais como ”§” , ”°” , ”°” , ”§§” , ”§°” , ”a” .

Em seguida, foi realizada a remocao de pontuações, que inclui símbolos como 
pontos, vírgulas e outros sinais que nao contribuem para a anílise textual. Alem disso, 
a remocao de mimeros e mimeros romanos (I, II, III, IV, V, etc.) tambem foi realizada.
Por fim, foi conduzida a remoçcaao da assinatura do presidente, que, por estar presente 
em todas as portarias, foi considerada como um a informaçcaao que naao agrega potencial 
discriminativo ou informativo.

Como etapa final, a tokenização foi aplicada para dividir os textos em unidades 
menores, facilitando as posteriores etapas de anílise, como a vetorizaçao numerica.

Para a etapa de Reconhecimento de Entidades Nomeadas, em adiçcaao ao processo 
descrito ate entao, aplicou-se o mesmo protocolo de pré-processamento aos textos descri­
tivos das portarias. A Figura 4 exemplifica o texto descritivo da Portaria 1963, ilustrando 
para quais dados textuais os tratam entos tam bem  foram aplicados.

Figura 4: Descrição da portaria exemplo

Portaria GPR1963 de 30/12^2024

Exonera, a pedido. Claudia Cruz Cerquinho de Oliveira do cargo de j j iz a  de paz Iasuplente do 3* Oficio de Registro C iv il 

T itu los e Docum entos e Pessoas Juríd icas do Paranoá,

Fonte: Site TJD FT.

3.3 R epresentacao e M odelagem  dos D ados

Com os dados devidamente tratados, conforme detalhado anteriormente na Secao 
3.2, procedeu-se a vetorizacao textual numerica com o uso dos modelos Word2Vec, Doc2Vec 
e FastText. A implementacao foi realizada por meio das bibliotecas gensim  e fasttext.

A definiçao dos hiperparâm etros dos modelos foi conduzida com o auxílio da 
tecnica de grid search. A faixa de variacao dos hiperparâm etros foi definida com base em 
alteracoes próximas aos valores padrâo das bibliotecas utilizadas e variacoes pertinentes as 
características dos dados em questaao, em especial no que diz respeito aos seus tamanhos 
reduzidos, por se tratarem  de portarias.

Alem disso, vale ressaltar que as variacoes dos hiperparâm etros, de modo geral, 
foram definidas de forma alinhada com as particularidades de cada modelo, com o objetivo 
de assegurar uma comparacao v ílida  entre os resultados obtidos. Desse modo, para os mo-
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delos Word2Vec e Doc2Vec, foram adotados hiperparâm etros comuns, como min_count=2 
e workers=4, que controlam, respectivamente, o numero mínimo de ocorrências para que 
um a palavra seja considerada e o nuómero de nuócleos de processamento utilizados durante 
o treinamento. Por outro lado, o modelo FastText, implementado por meio da biblioteca 
fasttext, nãao possui exatam ente esses mesmos hiperparaâmetros ou equivalentes diretos, 
sendo, portanto, excluódo dessas configuracães compartilhadas.

A seguir, apresentam-se as variacoes implementadas para cada hiperparâm etro, 
acompanhadas de um a breve explicaçao de sua funcionalidade. Entre parênteses, indica-se 
o hiperparaâmetro correspondente no FastText.

•  v e c to r_ s iz e  (dim p a ra  f a s t t e x t )  = 100 e 200: define a dimensão dos vetores 
de palavras.

• window (ws p a ra  f a s t t e x t ) =  5 e 10: especifica o tam anho da janela de contexto 
simetrica, ou seja, determina quantas palavras antes e depois da palavra-alvo o 
modelo considera como contexto.

• epochs (epoch p a ra  f a s t t e x t )  = 5, 10, 15, 20, 40 e 60: define o numero 
de vezes que o modelo percorre todos os dados durante o treinamento.

Alem desses, tam bem  foram incluódos no processo de grid search os seguintes 
hiperparâametros que definem o tipo de arquitetura utilizada.

• sg = 1 ou 0 no Word2Vec.
O valor 1 óe referente ao Skip-gram enquanto o valor 0 implementa o Continuous 
Bag of Words (CBOW).

•  dm = 1 ou 0 no Doc2Vec.
O hiperparâm etro dm=1 corresponde ao modelo Distributed Memory (DM). Ja  dm=0 
refere-se ao Distributed Bag of Words (DBOW).

•  model = "skipgram " ou "cbow" no FastText.

As possóveis arquiteturas deste modelo sao analogas às do Word2Vec, sendo model 
= "skipgram " correspondente a implementaçao do Skip-gram e model = "cbow" 
do Continuous Bag of Words (CBOW).

Para avaliar a capacidade dos embeddings, gerados pelos modelos correspondentes 
a cada um a das combinacoes possóveis de hiperparâm etros obtidas no processo de grid 
search, de capturar relaçoes semanticas e sintáticas, adotou-se a avaliacao intrínseca como 
estratégia principal. Posteriormente, com o intuito de reforçar a verificacao da coerência



30 Metodologia

dos embeddings produzidos pelo modelo final, configurado com os hiperparâm etros defi­
nidos, foi realizada a avaliacao extrínseca.

Nesse sentido, na avaliacão intrínseca são analisadas diretamente a capacidade dos 
embeddings em capturar relaçoes sintíticas ou semânticas entre termos textuais, avaliando 
sua coerência e representatividade. Por outro lado, na avaliação extrínseca os embeddings 
sao utilizados como características de entrada em tarefas externas e o desempenho do 
modelo funciona como um indicador da qualidade dos embeddings (SCHNABEL et al., 
2015).

Portanto, no presente trabalho, a validacçãao intrínseca foi conduzida por meio da 
verificacão empírica da coerência semântica e sintatica das similaridades, mensuradas pela 
similaridade cosseno entre a portaria 1963 e as dez portarias mais semelhantes a ela, com 
base na leitura dos respectivos conteudos destes documentos. Diante disso, vale destacar 
que a portaria 1963 foi escolhida devido ao conhecimento prévio sobre seu conteído, o 
que facilitou a comparacão observacional dos resultados de similaridade.

Ja  a validacão extrínseca baseou-se na verificacao da consisrência dos resultados 
obtidos nos processos de agrupamento e reconhecimento de entidades nomeadas, utili­
zando os embeddings gerados. A ideia central e de que, caso as técnicas de agrupamento 
consigam reunir portarias semanticamente semelhantes e, de forma analoga, o modelo de 
Reconhecimento de Entidades Nomeadas (REN), com o auxílio dos embeddings, apresente 
bom desempenho na classificacão das entidades, tem-se um indicativo da qualidade das 
representacães geradas. Vale destacar que a propria utilizacao do aplicativo web (Secao
4.7 ) proposta neste trabalho contribuiu para os processos de avaliaçao, tanto  intrínseca 
quanto extrínseca.

De maneira complementar, para medir a coesao dos embeddings, utilizou-se a 
media das similaridades cosseno entre todos os pares possíveis de portarias, excluindo as 
autossimilaridades, com a finalidade de se ter um a medida geral da consisténcia semantica. 
Alem disso, foi avaliada tam bem  a media das similaridades entre cada portaria e suas 10 
portarias mais similares, com o fito de identificar quãao bem o modelo captura a proxi­
midade entre vizinhos semânticos. Desse modo, vale o destaque de que na Secao 4 essas 
medias são referenciadas como coesao global e coesao local.

No que tange à visualizacao e interpretacao dos padroes de proximidade entre os 
embeddings gerados, foi empregada a analise de componentes principais para transform ar 
o espaçco vetorial original em um novo espacço bidimensional, representado pelas duas pri­
meiras componentes principais que mais explicam a variância dos dados. Essa reducao de 
dimensionalidade viabilizou a observação de relaçães semanticas entre as portarias e agru­
pamentos. Desse modo, sua implementaçcãao, bem como a dos procedimentos subsequentes 
descritos nesta secao, foram implementados com o uso da biblioteca scikit-learn.
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Finalmente, apos a definicao do modelo de vetorizacão ideal e a consequente ob- 
tencao dos vetores numericos representativos de cada portaria, aplicou-se a normalizacao 
dos embeddings, com o objetivo de garantir a comparabilidade entre os três metodos de 
geracao, perm itir o uso consistente da distancia euclidiana no K-Means em relacao a si­
milaridade cosseno e assegurar um a reduçcãao de dimensionalidade coerente. Desse modo, 
com o numero otimo de clusters determinado pelo metodo do cotovelo, procedeu-se a 
aplicacao do algoritmo de agrupamento K-Means.

3.4 R econhecim ento de Entidades N om eadas

Para estabelecer as categorias de entidades a serem identificadas, utilizou-se como 
referencia a metodologia 5W2H, tradicionalmente aplicada em processos de diagnostico 
e planejamento estratíegico, por sua capacidade de estruturar informacçãoes com base em 
definicães fundamentais, sendo elas, o que (what), por que (why), onde (where), quando 
(when), quem (who), como (how) e quanto (how m uch).

A adaptaçao da abordagem mencionada às definicoes cabíveis ao contexto do 
presente estudo resultou na definiçcãao de quatro categorias de entidades de interesse. A 
primeira delas, ACAO, corresponde a verbos ou locucoes verbais e seu objeto direto que 
expressam atos presentes nas portarias. Complementarmente, a classe SUJEITO refere- 
se a nomes próprios de pessoas ou designacoes institucionais, englobando os agentes res- 
ponsaveis pelos atos ou aqueles diretamente impactados. A entidade DATA abrange 
todas as expressoes que fazem referencia a momentos temporais específicos. E, por fim, a 
entidade LOCAL corresponde a mençoes geogríficas, organizacionais ou unidades admi­
nistrativas que são mencionadas nas portarias.

Assim, apos a definicao das entidades de interesse em conjunto aos agrupamentos 
obtidos por meio do algoritmo k-Means, procedeu-se a realizacao de um a amostragem es- 
tratificada proporcional ao numero de portarias presentes em cada cluster. Essa estratégia 
teve como objetivo assegurar que a diversidade tem atica dos dados estivesse adequada­
mente representada durante o processo de anotaçcãao manual das entidades.

A anotaçao das entidades foi feita com os textos de descrição das portarias e foi 
estruturada em formato de dicionario python, no qual cada chave representa o numero 
identificador da portaria e os valores associados contem a respectiva descricao, as entidades 
anotadas e suas respectivas categorias.

A seguir na Figura 5, apresenta-se um exemplo ilustrativo da estru tura adotada 
para a anotacão e armazenamento:
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Figura 5: Exemplo anotação

"1413": {
"te>ít": "Estabelece a escala de plantão judicial do Conselho da 

Magistratura do Tribunal de Justiça do Distrito Federal e Territórios, nos 
dias 22 e 23 de junho de 2024.",

"labels": [
{"text": "Estabelece a escala de plantão judicial", "labei”: "ACAO"}, 
{"text": "Conselho da Magistratura do Tribunal de lustiça do Distrito 

Federal e Territórios", "labei": "LOCAL"},
{"tejft": "22 e 23 de junho de 2024", "labei”: "DATA"}

]
},

Fonte: Elaboração propria.

Em razao do elevado custo de tempo e esforço envolvidos no processo de anotacao, 
optou-se por selecionar aproximadamente 43% das portarias, utilizando amostragem es- 
tratificada a fim de m anter essa mesma proporçao em cada um dos clusters identificados. 
Como resultado, foram anotadas manualmente 735 portarias no total.

Apos o processo de anotacao, os dados foram tokenizados com o uso da biblioteca 
spaCy e alinhados aos seus respectivos rotulos de entidades. Em seguida, os textos foram 
convertidos em vetores numericos por meio do modelo de embedding previamente definido 
como ideal, possibilitando sua utilizaçcãao no modelo de aprendizado supervisionado para o 
Reconhecimento de Entidades Nomeadas (REN). Nesse modelo, cada token foi classificado 
de acordo com a entidade a qual pertence ou como não pertencente a nenhuma entidade. 
O modelo adotado utiliza duas camadas LSTM bidirecionais (BiLSTM) e incorpora a 
tecnica de dropout, que consiste em desativar aleatoriamente um a fracao dos neuronios 
durante o treinamento, com o objetivo de reduzir o risco de sobreajuste (overfitting). Por 
fim, a funçao softmax foi aplicada na camada de saída para prever o rotulo correspondente 
a cada token. Essas implementacães foram realizadas por meio da biblioteca TensorFlow.

De maneira aditiva, para verificar a robustez do modelo frente a variacao dos 
dados, foram conduzidas validacoes cruzadas simples e estratificadas com 5 particiona- 
mentos (folds). No que se refere ao processo de treinamento, aplicou-se a tecnica de early 
stopping tambem com o objetivo de evitar o sobreajuste (overfitting) aos dados de trei­
namento. Quanto a avaliaçao, foram calculadas a media e o desvio padrão das metricas 
macro F1-score e micro F1-score, bem como o F1-score medio por entidade, permitindo 
um a anílise mais completa e robusta do desempenho do modelo.

Por fim, diante do desbalanceamento entre as quantidades de entidades anotadas, 
foi aplicada a tecnica de aumento de dados por reamostragem (oversampling), duplicando- 
se as portarias que continham entidades menos representadas no conjunto de portarias 
anotadas. Desse modo, para m itigar possíveis problemas de sobreajuste aos dados de trei­
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namento (overfitting) ou inserção descontrolada de vieses, decorrentes dessa abordagem, 
optou-se por realizar apenas a duplicaçcãao desses exemplos.

3.5 A plicativo W eb

Com o intuito de viabilizar a exploraçcãao interativa e a disseminaçcãao facilitada dos 
resultados obtidos neste estudo, foi desenvolvido um ambiente web utilizando a biblioteca 
Streamlit. O site serve como um a interface acessóvel para consulta e analise dos principais 
achados deste trabalho, consolidando as etapas de similaridade semaântica, agrupamentos 
e reconhecimento de entidades nomeadas nas portarias analisadas.
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4 R esu ltados

Nesta secao, sao apresentados os resultados da implementacão dos processos des­
critos na Seçao 3 e suas respectivas análises.

4.1 A nálise E xploratória dos D ados

O banco de dados gerado a partir do processo de raspagem de dados (web scra- 
ping) contem o to tal de 1.707 portarias publicadas ao longo do ano de 2024. A primeira 
portaria foi registrada na data de 2 de janeiro, enquanto a uáltima foi publicada em 30 de 
dezembro.

A últim a portaria registrada foi identificada com o número 1963, o que evidencia 
a existencia de numeracães ausentes ao longo do período analisado. Nesse sentido, vale 
ressaltar que esse fato pode estar relacionado a diferentes fatores, como portarias anuladas 
ou atualizadas por portarias posteriores.

No que se refere a distribuicão temporal, o grafico apresentado na Figura 6 ilus­
tra  as variaçoes no volume de portarias emitidas ao longo dos meses, permitindo uma 
visualizacçãao clara das oscilaçcãoes mensais.

Figura 6: Distribuicao mensal das portarias

Mês

Fonte: Elaboracao própria.

Nota-se que abril concentrou o maior numero de publicacoes, totalizando 313 
(18,33%) portarias, enquanto novembro registrou a menor quantidade, com apenas 50 
(2,92%) publicacoes. Alem disso, observa-se a distribuiçao não homogenea na publicacao 
das portarias ao longo dos meses, com notáavel concentraçcãao nos primeiros cinco meses do
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ano.

Ja  a Figura 7 reflete a quantidade de portarias publicadas por dias da semana, 
fornecendo informaçcoães sobre o fluxo de trabalho e a intensidade das publicaçcoães ao longo 
dos dias.

Figura 7: Distribuição semanal das portarias

Dia da Semana

Fonte: Elaboracao própria.

A anaólise da distribuiçcãao semanal das portarias evidencia um pico significativo 
de publicações às segundas-feiras (28,23%), seguido por um a queda gradual ao longo da 
semana. A ausâencia de publicacçãoes aos saóbados e a quantidade mónima registrada aos 
domingos reforçam o carater institucional, cujo trabalho se concentra nos dias óteis.

Outrossim, a fim de caracterizar os dados textuais resultantes das etapas de próe- 
processamento e limpeza descritas na Secao 3, apresenta-se a seguir a Tabela 2, que resume 
estatisticam ente a distribuicao da quantidade de tokens por portaria.

Tabela 2: Estatísticas descritivas da quantidade de tokens por portaria

E s ta t ís t ic a V alor

Móedia 119,71
Mediana 66
Mónimo 30
Maximo 4161
Desvio padrãao 216,13
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Observa-se, por meio das estatísticas apresentadas na Tabela 2, a heterogeneidade 
da extensao textual das portarias analisadas. Nesse sentido, apesar da media estar em 
torno de 120 tokens por portaria, a mediana significativamente menor (66 tokens) indica 
um a distribuicão assimetrica a direita. Isso sugere a presença de documentos com extensao 
consideravelmente maior do que a maioria, o que e reforçado pelo valor maximo de 4161 
tokens e pelo alto desvio padrão (216,13).

Com a finalidade de destacar quais sãao os termos mais recorrentes nas portarias, 
a nuvem de palavras presente na Figura 8 e exibida. Nesse tipo de representacão, quanto 
maior o tam anho da palavra na imagem, maior e sua frequencia no conjunto analisado.

Figura 8: Nuvem de palavras dos conteúdos das portarias
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Fonte: Elaboracao própria.

Por meio da visualizacao da nuvem de palavras (Figura 8), percebe-se que termos 
como “quadro” , “pessoal” , “judiciario” ,“area” , “distrito” , “federal” , “pessoal” , “tribunal” 
se destacam entre as palavras mais recorrentes nas portarias.

De maneira correlata, com o intuito de evidenciar possíveis tem aticas predomi­
nantes nas portarias e suas resolucoes, foi conduzida a analise dos verbos que ocorrem 
imediatam ente apos a expressao “RESOLVE:” , com o objetivo de destacar as resolucoes 
presentes nos documentos. A Figura 9 apresenta a distribuicao de frequencia desses verbos 
nas portarias analisadas.
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Figura 9: Gráfico de barras dos 20 primeiros verbos mais freqüentes

Frequência

Fonte: Elaboracao própria.

Entre os verbos mais freqüentes, “designar” se destaca amplamente, com 651 
ocorrências (38,13%), seguido por “dispensar” (176; 10,31%) e “conceder” (119; 6,97%). 
Posteriormente, a frequencia dos demais verbos diminui gradativamente, o que reforça a 
predominancia de portarias voltadas a designacao.

Com o intuito de aprofundar a compreensão dos atos das portarias analisadas, foi 
realizada um a analise de bigramas e trigram as mais frequentes dos primeiros tokens após 
“RESOLVE:” , ou seja, sequencia de duas e três palavras que ocorrem conjuntamente. O 
grafico referido pela Figura 10 ilustra a distribuicao dos bigramas com maior frequencia 
nas portarias sob analise e o apresentado pela Figura 11 m ostra os trigramas.
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Figura 10: Grafico de barras dos 20 primeiros bigramas mais freqüentes

Frequência

Fonte: Elaboracao própria.

Figura 11: Grafico de barras dos 20 primeiros trigramas mais freqüentes

Fonte: Elaboracao propria.

A analise conjunta das Figuras 10 e 11 detalha e evidencia a continuidade dos 
verbos presentes na Figura 9 , com recorrência de combinacães como “designar bacharel 
direito” , “conceder aposentadoria voluntaria” , “estabelecer escala plantao” e “prorrogar 
cessao” .

Assim, diante do exposto nesta seçao, tem-se um entendimento abrangente sobre 
a distribuiçao das portarias ao longo do ano de 2024, bem como sobre os termos e atos 
mais recorrentes nesses documentos.
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4.2 D efinicão do M odelo de E m bedding

A Tabela 3 apresenta as combinações de hiperparâm etros, resultantes do processo 
de grid search, que sucederam em similaridades semanticamente coerentes entre as 10 
portarias mais similares à portaria 1963, bem como as medidas adicionais que indicam 
coesao semantica.

Tabela 3: Modelos avaliados, hiperparâmetros ótimos e metricas de coesao

M o d elo H ip e rp a râ m e tro s G lo b a l L ocal

W ord2V ec vecto r_size= 200 , window=5, epochs=5, sg=1 0,8650 0,9918
D oc2V ec vecto r_size= 200 , window=5, epochs=5,dm=0 0,8604 0,9907
F a s tT e x t (Skip-gram) dim=200, ws=5, epoch=5 0,8575 0,9913

Nota-se um a convergencia dos hiperparâm etros avaliados como ideais entre os 
três modelos, especialmente quanto ao tam anho do vetor (v ec to r_ s ize /d im  =  200), à 
janela de contexto (window/ws =  5) e ao n ím ero  de epocas (epochs/epoch =  5). Alem 
disso, no que diz respeito as arquiteturas, os modelos Word2Vec e FastText apresentaram 
resultados mais coerentes ao utilizarem o Skip-gram, semelhantemente o Doc2Vec obteve 
melhor desempenho com a variante D BO W  - Distributed Bag of Words, funcionalmente 
analoga ao Skip-gram.

Desse modo, com base tambem nos valores medios, global e local, de similari­
dade elevados, conclui-se que essas configuracçaoes favoreceram a geraçcaao de embeddings 
semanticamente mais coesos para o conjunto de portarias analisadas e suas respectivas 
características.

Entretanto, ap ís a avaliaçao intrínseca e verificaçao empírica das similaridades 
propostas pelo modelo Doc2Vec, constatou-se que portarias semanticamente distintas fo­
ram  consideradas como as mais similares a portaria de numero 1963, revelando resultados 
menos coerentes em comparacçaao aos demais modelos.

A seguir, tem-se a Tabela 4 a qual exibe as dez portarias mais semelhantes a por­
taria  1963, conforme identificado pelos modelos Word2Vec e FastText, utilizando a metrica 
de similaridade cosseno e as combinacoes de hiperparâm etros previamente definidas.
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Tabela 4: Top 10 portarias mais semelhantes a portaria de referencia segundo Word2Vec e FastText

P osição W ord2V ec S im ila r id a d e F a s tT e x t S im ila r id a d e

1 Portaria 489 0,9995 Portaria 489 0,9994
2 Portaria 1598 0,9991 Portaria 1598 0,9990
3 Portaria 1951 0,9982 Portaria 1951 0,9974
4 Portaria 1472 0,9964 Portaria 1472 0,9967
5 Portaria 1597 0,9958 Portaria 1766 0,9966
6 Portaria 1766 0,9956 Portaria 1597 0,9962
7 Portaria 1033 0,9943 Portaria 1033 0,9956
8 Portaria 1709 0,9941 Portaria 1709 0,9948
9 Portaria 1524 0,9917 Portaria 1524 0,9924
10 Portaria 1767 0,9893 Portaria 1407 0,9907

Conforme apresentado na Tabela 4, observa-se um a forte concordância entre os 
dois modelos, com todas as portarias coincidindo nas duas listas, embora ocupem posicães 
ligeiramente distintas, com excecao das últimas posicoes nas quais ha divergencia quanto 
as portarias mais similares identificadas.

Diante desse cenario, a verificacao intrínseca da coerência dos resultados de si­
milaridade representa um primeiro indicativo de que ambos os modelos foram capazes de 
representar numericamente, de maneira adequada, os dados textuais das portarias.

4.3 V isualizaçao em  D im ensionalidade R eduzida dos Em bed- 
dings Gerados

As Figuras 12 e 13 apresentam a projeçcaão bidimensional obtida pela Anáalise de 
Componentes Principais aplicada aos vetores gerados pelos modelos Word2Vec e FastText, 
respectivamente. O propáosito áe avaliar a distribuicçãao das portarias em um espacço vetorial 
reduzido e, assim, verificar, de forma visual, a veracidade desta representaçcãao com base 
na posicão relativa da portaria 1963 em relacao as suas dez portarias mais semelhantes 
definidas atraves da similaridade cosseno.
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Figura 12: PCA - Word2Vec
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Fonte: Elaboração própria.

Desprende-se da Figura 12 que os dois primeiros componentes principais explicam 
54,63% da variancia total (componente 1: 38,29% e componente 2: 16,34%). Observa-se, 
tambem, que a portaria 1963 (destacada em vermelho) e suas dez mais similares (em verde) 
foram representadas próximas um a das outras, indicando boa preservacao da estrutura 
local no espaco reduzido, apesar do valor nao tao expressivo da variancia to tal explicada.
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Figura 13: PCA - FastText
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Fonte: Elaboração própria.

Já  por meio da Figura 13, verifica-se uma variância to tal explicada semelhante, 
porém ligeiramente superior (componente 1: 37,94% e componente 2: 17,02%), to ta ­
lizando 54,96%. Embora as representacoes dos documentos mais similares tambem se 
posicionem próximas da portaria 1963, observa-se um a leve dispersao maior entre elas, 
o que sugere um a menor capacidade da tecnica de reducão de dimensionalidade, quando 
aplicada aos vetores FastText, em preservar a integridade semantica das portarias mais 
similares, em comparacão a aplicacão da mesma tecnica sobre os vetores Word2Vec.

4.4 A grupam ento das Portarias

Nesta seçao, sao apresentados os resultados do agrupamento das portarias por 
meio do algoritmo K-Means, com o objetivo de identificar grupos semanticamente seme­
lhantes. Diante disso, nas Figuras 14 e 15 sao representadas as curvas para d e f in h o  do 
numero otimo de clusters.
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Figura 14: Determinação do nómero ótimo de clusters - Word2Vec
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Fonte: Elaboracao propria.

Figura 15: Determinação do nómero ótimo de clusters -  FastText
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Fonte: Elaboraçcãao próopria.

Em ambas as curvas, que apresentam comportamentos muito semelhantes, observa- 
se um declínio acentuado da curva entre k =  1 e k =  3. Alem do mais, a partir do ponto 
k =  4, a curva se torna mais suave, indicando melhora pouco significativa na compactaçcaao 
dos grupos. Dessa forma, foram testados valores entre k =  2 e  k =  4 e constatou-se que a
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configuração com três agrupamentos apresentou um a separação visualmente mais coerente 
entre os clusters, reforçando a escolha de k =  3 como o número ótimo de agrupamentos.

A partir da definiçao do numero ótimo de agrupamentos, foi implementado o 
algoritmo de agrupamento K-Means com k =  3, aplicado às representacães vetoriais 
Word2Vec e FastText das portarias. Nessa perspectiva, os graficos presentes nas Figuras
16 e 17 apresentam as disposições espaciais das portarias agrupadas, evidenciando os três 
clusters gerados.

Figura 16: Clusterização das portarias - Word2Vec
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Fonte: Elaboracao propria.
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Figura 17: Clusterizacao das portarias - FastText
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De acordo com as Figuras 16 e 17, observa-se, de modo geral, que os agrupamentos 
produzidos pelo algoritmo K-means a partir dos vetores Word2Vec e FastText sao bastante 
semelhantes, com clusters visualmente bem definidos e poucas observacoes sobrepostas. 
No entanto, ao se realizar um a analise mais minuciosa, nota-se que o Cluster 1, no K- 
means aplicado às representacoes do Word2Vec, apresenta-se de forma mais condensada 
do que aquele formado com os embeddings do FastText. Por outro lado, os Clusters 0 de 
ambos nao aparentam  dem onstrar diferenças significativas em sua distribuicao. Por fim, os 
Clusters 2, menos representativos, mostram-se visualmente mais densos quando originados 
a partir dos vetores FastText, em comparacao com aqueles formados pelo Word2Vec.

De forma geral, os agrupamentos gerados por ambas as representações demons­
traram  desempenho satisfatório na segmentaçao das portarias. Contudo, optou-se por 
seguir com os agrupamentos obtidos a partir do Word2Vec nas analises subsequentes, 
em detrimento do FastText, devido às diferencas observadas no Cluster 1 e aos valores 
ligeiramente superiores evidenciados pela Tabela 3 na Seçao 4.2.
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4.5 A nálise E xploratória dos D ados A grupados

Nesta etapa, sao apresentados os resultados da analise exploratoria realizada a 
partir dos dados agrupados, com o objetivo de compreender e avaliar extrinsecamente 
a coerâencia dos padroães identificados e, consequentemente, a qualidade dos embeddings 
gerados. Diante disso, a Tabela 5, a seguir, apresenta a distribuicao da quantidade de 
portarias por cluster, permitindo uma visao geral sobre a representatividade de cada grupo 
no conjunto analisado.

Tabela 5: Distribuição de portarias por cluster

C lu s te r Q u a n tid a d e P e rc e n tu a l (% )

Cluster 0 890 52,13%
Cluster 1 660 38,66%
Cluster 2 157 9,19%

T o ta l 1707 100%

Com auxílio da Tabela 5 e da Figura 16, observa-se que a maior parte das portarias 
encontra-se concentrada no Cluster 0, que representa 52,13% do total. O Cluster 1 abrange 
38,66% das portarias, enquanto o Cluster 2 re ín e  apenas 9,19%, sugerindo a presenca de 
um grupo mais específico ou com menor similaridade em relacao aos demais.

Seguindo a logica adotada na Secao 4.1, as Figuras 18, 19 e 20 apresentam as 
distribuições de frequencia dos verbos que sucedem diretamente à expressão “RESOLVE:” 
por agrupamento, com o propísito  de evidenciar as acoes mais recorrentes nas portarias 
e, assim, compreender as temíaticas predominantes entre os agrupamentos analisados.
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Figura 18: Gráfico de barras dos primeiros verbos mais freqüentes - Cluster 0

Fonte: Elaboraçao prápria.

Figura 19: Gráfico de barras dos primeiros verbos mais frequentes - Cluster 1

Fonte: Elaboraççãao proápria.
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Figura 20: Gráfico de barras dos primeiros verbos mais freqüentes - Cluster 2
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Fonte: Elaboraçao própria.

Com base nas Figuras 18,19 e 20, capta-se que o Cluster 0 apresenta forte con­
centração em torno do verbo designar, com 626 ocorrências, o que representa aproxima­
damente 70,3% dos casos dentro desse grupo. Em sequencia, tem-se o verbo dispensar 
(173) e exonerar (67).

No que tange ao Cluster 1, observa-se um a distribuicao mais equilibrada de ver­
bos, refletindo um a natureza mais geral das portarias deste agrupamento. Os verbos mais 
frequentes sao conceder (199), prorrogar (90) e alterar (49), que representam juntos cerca 
de 50,2% do to tal de 660 portarias deste cluster. Alem disso, o Cluster 1 tambem com­
partilha alguns verbos com o Cluster 0, como designar (25) e exonerar (15), indicando 
certa sobreposicão tem atica, embora em menor proporçao.

Ja  o Cluster 2 apresenta como seu principal ato o de estabelecer, com 102 
ocorrências, o que representa 65% das 157 portarias agrupadas nesse cluster. Os de­
mais verbos mais frequentes, como declarar (19) e autorizar (9), aparecem com frequencia 
consideravelmente menor.

Com o objetivo de investigar padroes temporais na publicação das portarias e 
verificar possíveis concentrações temáticas ao longo do tempo, foi construída a visualizacão 
da Figura 21 que apresenta a quantidade de portarias publicadas por mes e pelos clusters 
identificados.
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Figura 21: Quantidade de portarias publicadas por mes e por cluster

Fonte: Elaboraçao propria.

A analise conjunta das Figuras 9, 10, 11, 18, 19, 20 e 21 perm ite identificar que 
o Cluster 0, m ajoritariam ente referente a designacães em especial de bacharéis de direito, 
concentra a maior parte das portarias mensais no início do ano, especialmente entre janeiro 
e maio. Em contraste, os Clusters 1, em sua maioria relacionados a concessões de pensão 
civil, prorrogações de cessao de servidores e alteracoes, e 2, predominantemente voltado 
a estabelecer escalas de plantao, apresentam um a distribuicao mais estavel ao longo do 
ano.

Perante o exposto, esta secão cumpre com seus objetivos, em especial, ao de rea­
lizar a validacao extrínseca proposta, funcionando, assim, como um a segunda verificaçao 
da coerência na definiçao do modelo gerador de embeddings.

4.6 R econhecim ento de Entidades N om eadas

Nesta secao, apresentam-se características referentes à proporcionalidade das en­
tidades anotadas no conjunto de portarias anotadas, bem como os desempenhos do modelo 
de Reconhecimento de Entidades Nomeadas (REN) em diferentes avaliacoes.

4 .6 .1  C a ra c te r ís t ic a s  do  C o n ju n to  de  P o r ta r ia s  A n o ta d a s

Quanto as anotacães manuais realizadas a partir das 735 portarias selecionadas 
via amostragem estratificada, a Tabela 6 apresenta a frequencia absoluta e relativa de 
cada um a das categorias de entidades anotadas.
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Tabela 6: Quantidade de entidades anotadas

E n tid a d e Q u a n tid a d e P e rc e n tu a l (% )
ACAO 1107 55,60
SUJEITO 522 26,22
LOCAL 220 11,05
DATA 142 7,13
T o ta l 1991 100,00

Com auxílio da Tabela 6 , observa-se uma predominância expressiva da entidade 
ACAO, que representa 55,60% do to tal das entidades, seguida pelas entidades SUJEITO 
(26,22%), LOCAL (11,05%) e DATA (7,13%). Assim, esta distribuiçao evidencia uma 
considerável desproporção na frequencia das entidades anotadas.

De forma semelhante, a Tabela 7 apresenta a distribuiçao percentual das entidades 
anotadas por clusters, permitindo observar quais tipos de entidades predominam em cada 
agrupamento.

Tabela 7: Distribuição das entidades anotadas por cluster

E n tid a d e C lu s te r  0 (% ) C lu s te r  1 (% ) C lu s te r  2 (% )

ACAO 682 (65,58) 317 (50,16) 108 (33,86)
SUJEITO 349 (33,56) 164 (25,95) 9 (2,82)
LOCAL 9 (0,87) 99 (15,66) 112 (35,11)
DATA 0 (0,00) 52 (8,23) 90 (28,21)
T o ta l 1040 (100,00) 632 (100,00) 319 (100,00)

Por meio da Tabela 7, percebe-se um a variacão significativa na composicão de 
entidades em cada agrupamento. O Cluster 0, e m ajoritariam ente composto pelas enti­
dades ACAO (65,58%) e SUJEITO (33,56%), com pequena representacao das entidades 
LOCAL e DATA. Por sua vez, o Cluster 1 apresenta uma distribuicao mais balanceada 
entre as quatro entidades, mas, ainda assim, com predominâancia das entidades ACAO 
(50,16%) e SUJEITO (25,95%) seguida de um a parcela mais expressiva das entidades 
LOCAL (15,66%) e DATA (8,23%) em comparacao ao Cluster 0. Em contrapartida, o 
Cluster 2, em relacão aos demais, apresenta um a c o m p o s to  onde as entidades LOCAL 
(35,11%) e DATA (28,21%) estao com maior representatividade.

Nesse sentido, considerando o desbalanceamento das entidades percebido tanto 
no to tal do conjunto de portarias anotadas quanto na divisão por clusters, o modelo de 
reconhecimento de entidades nomeadas foi avaliado utilizando validaçcãao cruzada simples 
e validaçao cruzada estratificada. Com isso, o objetivo foi comparar o impacto dessas
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diferentes abordagens nas metricas de avaliaçao.

4 .6 .2  A valiacão  do  M o d e lo  com  V alidacão  C ru z a d a  E s tra tif ic a d a

Na presente secão, as Tabelas 8 e 9 apresentam o resultado medio do modelo de 
REN ao longo das particães (folds) da validacão cruzada. Por conseguinte, a Tabela 8 
evidencia as medias das metricas macro F1-score e micro F1-score. De maneira similar, a 
Tabela 9 apresenta a media dos valores de F1-score obtidos para cada classe de entidade.

Tabela 8: Desempenho medio do modelo - Validaçao cruzada estratificada

M ed ia F l- s c o re
Macro
Micro

0,7973 ±  0,0471 
0,8789 ±  0,0205

Tabela 9: Fl-score medio por entidades - Validaçao cruzada estratificada

E n tid a d e F l- s c o re
DATA
ACAO
LOCAL
SUJEITO

0,7504 ±  0,1172 
0,8698 ±  0,0334 
0,6474 ±  0,0559 
0,9217 ±  0,0155

Os resultados apresentados na Tabela 8 indicam que, no geral, o modelo avaliado 
pela validacao cruzada estratificada apresenta bom desempenho. Entretanto, a media 
macro F1-score, que atribui peso igual a todas as categorias, indica queda de desempenho 
nas categorias de entidades menos frequentes, assim como e observado pelas metricas das 
entidades DATA e LOCAL na Tabela 9. Desse modo, a diferença observada em relacao 
as metricas medias micro F1-score e macro F1-score sugere um leve vies em favor das 
entidades ACAO e SUJEITO m ajoritírias.

4 .6 .3  A valiacão  do  M o d e lo  com  V alidacão  C ru z a d a  S im ples

Analogamente à Seçao 4.6.2, aqui sao apresentadas as Tabelas 10 e 11, similares 
as Tabelas 8 e 9, respectivamente, porem referentes aos resultados de desempenho do 
modelo de REN avaliado por meio de validaçcãao cruzada simples.
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Tabela 10: Desempenho medio do modelo - Validacao cruzada

M ed ia F l- s c o re

Macro
Micro

0,8036 ±  0,0365 
0,8766 ±  0,0180

Tabela 11: Fl-score medio por entidades - Validacao cruzada

E n tid a d e F l- s c o re
DATA
ACAO
LOCAL
SUJEITO

0,7351 ±  0,0939 
0,8691 ±  0,0296 
0,6972 ±  0,0465 
0,9129 ±  0,0128

Nota-se que os resultados das Tabelas 10 e 11 foram muito similares aos resul­
tados das Tabelas 8 e 9. Entretanto, observa-se um a leve queda no F1-score móedio da 
entidade DATA e um aumento no desempenho da entidade LOCAL, enquanto as enti­
dades ACAO e SUJEITO apresentaram  resultados praticam ente equivalentes em ambas 
as validacoes. Em relacao as medias das metricas, macro Fl-score teve um pequeno 
aumento, em contraponto a micro Fl-score que apresentou uma ligeira reducao.

4 .6 .4  A v aliacao  do  M o d e lo  com  V alidacao  C ru z a d a  S im ples ap o s so b ream o s- 
tra g e m

Visto que os resultados anteriores das Secoes 4.6.2 e 4.6.3 evidenciaram desem­
penhos do modelo de REN inferiores nas entidades LOCAL e DATA em comparacao com 
ACAO e SUJEITO, bem como valores de macro Fl-score menores que os de micro F l-  
score, esta secão apresenta os resultados do modelo avaliado por validacao cruzada apos 
a aplicacao de sobreamostragem. Nesse processo, as portarias que continham anotacoes 
dessas duas entidades foram duplicadas, com o objetivo de reduzir o desequilíbrio obser­
vado. Diante disso, a apresentacao dos resultados segue o mesmo padrao adotado nas 
tabelas das Secoes 4.6.2 e 4.6.3.

No que tange ao procedimento de sobreamostragem, foram identificadas 229 por­
tarias anotadas contendo ao menos um a entidade do tipo LOCAL ou DATA. Em vista 
disso, antes da sobreamostragem, o conjunto anotado contava com 735 documentos ano­
tados e, ao final, passou a totalizar 964 portarias, conforme detalhado na Tabela 12, que 
apresenta a nova distribuição das entidades após a aplicacão da tecnica.
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Tabela 12: Quantidade de entidades anotadas após sobreamostragem

E n tid a d e Q u a n tid a d e P e rc e n tu a l (% )
ACAO 1371 51,34
SUJEITO 576 21,56
LOCAL 440 16,47
DATA 284 10,63
T o ta l 2671 100,00

A visualizaçao conjunta das Tabelas 6 e 12 faz com que seja perceptível que, ap ís 
a sobreamostragem, o total de entidades anotadas aumentou de 1991 para 2671, elevando 
a participaçao de LOCAL de 11,05% para 16,47% e de DATA de 7,13% para 10,63%. 
Desse modo, percebe-se um desbalanceamento entre as classes em menor grau do que o 
observado antes da aplicacao da tecnica.

Tabela 13: Desempenho medio do modelo - Apos sobreamostragem - Validacão cruzada

M ed ia F l- s c o re

Macro
Micro

0,8957 ±  0,0200 
0,9146 ±  0,0178

Tabela 14: F1-score medio por entidades

E n tid a d e F l- s c o re
DATA
ACAO
LOCAL
SUJEITO

0,9376 ±  0,0364 
0,9053 ±  0,0165 
0,7968 ±  0,0554 
0,9432 ±  0,0211

Com fundamentacao nas Tabelas 13 e 14 em comparação com as das Secoes 4.6.2 e 
4.6.3, nota-se, ap ís  a aplicacao da tecnica de sobreamostragem, um a melhora substancial 
no desempenho do modelo. Portanto, o macro F1-score aumentou, em media, de 0,8000 
para 0,8957. Ja  o micro F1-score, que antes apresentava media de 0,8777, atingiu 0,9146, 
representando um ganho expressivo em comparacao as validacoes anteriores.

No que diz respeito as entidades, o destaque vai para DATA, que apresentou uma 
nítida evolucao de F1-scores medios inferiores a 0,76 para 0,9376. Similarmente, a enti­
dade LOCAL tam bem  apresentou ganho considerável, alcancando um F1-score medio de 
0,7968, superando os resultados anteriores e demonstrando maior robustez do modelo para 
essa classe. Por fim, as entidades ACAO e SUJEITO, que ja  apresentavam desempenho 
elevado, tambem registraram  avancos, atingindo, respectivamente, 0,9053 e 0,9432.
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Diante do exposto, a abordagem de balanceamento mostrou-se eficaz na melhora 
do desempenho do modelo em relacao as classes minoritarias. Ademais, os resultados 
consistentes do modelo de REN obtidos com o uso de embeddings configuram validacao 
extrínseca, funcionando como um a terceira verificacão da coerência na definicão do modelo 
gerador de embeddings.

4.7 A plicativo W eb

Como ultim a parte da Secao 4 , o enfoque passa a ser a apresentaçao da aplicaçao 
web interativa proposta, a qual perm ite ao usuario explorar de forma dinâmica os resul­
tados desenvolvidos ao longo deste trabalho.

Assim sendo, conforme ilustrado na Figura 22, o ponto de partida consiste na 
escolha do nómero de um a portaria específica, a partir do qual sao exibidas informações 
relevantes, como a data  de publicacao, o conteudo textual completo e sua descricao. 
Desse modo, o usuario e capaz de explorar qualquer um a das portarias do Gabinete da 
Presidâencia do T JD F T  do ano de 2024.
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Figura 22: Interface do aplicativo - Conteádos

Visualização e Análise das Portarias 
do Gabinete da Presidência - 2024
SAiK kuu orrLiitü-ú da purtwrU:

LSBS *

Data da portaria selecionada:

HftiptÜA

Conteúdo da portaria selecionada:

Estabelece a escala dc plantão udicial dc  jn co  Cirau do J jn ic  ção da Justiça d.: UÉrtrrlo Federal 
durante a ícrede fc c r . i r ,  dc 2D dc dexembro dc 2D24 a G dc janárc  dc 2DZ5.CJ PKEüIDEHl E LXJ 
TflE-LWAI. CC JUÍTlÇA DÚ □IÍTHITL) FEDEfUU. E TEÜMTCWiDÍ, rn  uso dc suas a triiu^ãcs  legais c 

regjmcntais, dc p rcv iio  noJUo Hcgjmcnlal 2 dc-13 dc pinha dc 2D1T. na Hortana GKH ICO7 dc D-T dc 

j jnhQ dc J E , na Peitará tu r ju n la  J40 dc 29 dc outubro dc ZDZAc oam enstro na -  cccskj SEI 
axXK B Tpsm , h t  jüLV L ArL 1- Estabcloccr a cscala dc plantão |udicial da Segunde fcraj dc 
Jurisdição dc Justiça ca Distrito Federal durante d feriado forense, dc- 2D dc dezembro de 2D24a E 
depneiro  dc 3GEi. He "arraie único. D plantão sera realizado peles G*acrrfasn^>dDfci que 
ccmpdcm o Conselho da Manst~ctu a. da d i  do d n  M jU jtSZM  ãs23hS9 dc d á  E /l/ í jZ Iv  ArL I *  A 
escala dc plantão jd icia l do Conselho da Magjdralura no penedo dc üeriada fDrcnse será: I 2C- a 

34/12/2D24 I t s r r r  nar j i d i  ■ / - r jc  o -'^.isarrli; ■ 2 i  a 12/2D24 D tscm bargxlD rllfa fa Iam  
Befcniro Hoa; ■  2$fl2/2DZ4 a rVl/2H2S U nscn ta fra ro 1 r tí i lc -L rc rí ic -J u n a r;e lV  2 a

Descrição da portaria selecionada:

Estabcicce a escala dc plantão Jdicial dc t e j  jneo Cirau de Jurisdição da Justiça do U etnlo Federal

duranlc a f credo farense, d r JC- ce dezembro dc 2024 a 6 ce ja ro ro  dc 2DZS.

Fonte: Elaboraçao propria.

Em sequencia, ao descer a pagina, e possibilitada ao visitante a visualizacao das 
entidades preditas pelo modelo de REN, o que lhe oferece um a visualizacao estruturada 
dos principais elementos informacionais contidos na descriçcaão da portaria analisada, como 
ilustrado na Figura 23.
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Figura 23: Interface do aplicativo - Entidades

Visualização de Entidades:®

Estabelece a escala de p lantão jud ic ia l ACAO do Segundo Grau de

Jurisd ição da Justiça do  D istrito Federal LOCAL durante o feriado forense.

de 20 de dezem bro de 2024 a 6 de jane iro  de 2025 DATA

Fonte: Elaboracao propria.

Na etapa seguinte, ilustrada na Figura 24, sao listadas as cinco portarias mais 
semelhantes a portaria selecionada, com base nos calculos de similaridade do cosseno apli­
cados aos vetores gerados pelo modelo Word2Vec. No site, entretanto, essa funcionalidade 
disponibiliza as dez portarias mais similares. Optou-se por apresentar apenas cinco na 
imagem em razao da perda de nitidez causada pelo excesso de informacoes.

Figura 24: Interface do aplicativo - Similaridade

Portarias mais similares:

Portaria: 7 | Similaridade: 0.996227 

Ver conteúdo 

Portaria: 5 1 1 Similaridade: 0.995889 

Ver conteúdo 

Portaria: 1132 | Similaridade: 0.995489 

Ver conteúdo 

Portaria: 468 | Similaridade: 0.995131 

Ver conteúdo 

Portaria: 1511 Similaridade: 0.993919

Ver conteúdo

Fonte: Elaboracao propria.
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Posteriormente, conforme representado na Figura 25, tem-se a visualizaçcãao dos 
agrupamentos gerados pelo algoritmo K -Means, combinados com a reducao de dimensi- 
onalidade via PCA. Alem disso, vale ressaltar que o grafico e interativo, possibilitando 
a identificacao do numero da portaria e do cluster ao qual ela pertence ao posicionar o 
cursor sobre os pontos.

Figura 25: Interface do aplicativo - Agrupamentos

Visualização dos Clusters:

fâ «14* □ S X  a ::
Clusterização das Portarias

Cluster

0.4 

0.2

- 0.6 - 0.4 - 0.2 0  0.2 0.4

PCA1

Fonte: Elaboraçcãao próopria.

Complementarmente, a aplicaçcaão disponibiliza ainda visualizaçcãoes em formato de 
nuvem de palavras para cada um dos clusters identificados. Alem disso, sao estampados 
gróficos analogos aos ilustrados nas Figuras 18, 19 e 20, que destacam as principais açoes 
mais recorrentes em cada agrupamento. Por fim, óe apresentada um a visualizaçcaão da 
distribuiçcãao tem poral das portarias agrupadas, conforme demonstrado na Figura 21.
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5 C onclusao

Este trabalho dedicou-se a aplicaçao de tecnicas de Processamento de Linguagem 
Natural (PLN), aprendizado de m íquina e aprendizado profundo na anílise de portarias 
emitidas pelo Gabinete da Presidencia do Tribunal de Justica do Distrito Federal e dos 
Territórios (TJD FT) em 2024. Nesse sentido, as estratégias propostas contemplaram di­
ferentes aspectos do conteudo textual das portarias, com foco nas tarefas de vetorizacão 
numerica, calculo de similaridade semântica, identificacao de agrupamentos e Reconheci­
mento de Entidades Nomeadas, alem do desenvolvimento de uma aplicacao web interativa 
que sistematiza e facilita a visualizaçcãao dos principais resultados.

No que tange a analise exploratória do conteudo das portarias (Secoes 4.1 e 4.5, 
foi possível obter um a visão abrangente da distribuiçao e composicão dos documentos 
publicados em 2024. Em sequencia, a comparacao dos metodos Word2Vec, Doc2Vec e 
FastText ressalta a relevância da escolha adequada dos hiperparam etros para o desem­
penho dos modelos de vetorizacao textual (Secão 4.2). Dessa forma, a escolha otimizada 
dos parâametros por meio de grid search convergiu para configuraçcãoes semelhantes, com 
destaque para a arquitetura Skip-gram  (Tabela 3), que apresentou resultados consistentes 
na avaliacão intrínseca da similaridade entre portarias. Em adicão, a similaridade cosseno 
mostrou-se eficaz para capturar relaçcãoes semaânticas entre os textos, conforme evidenciado 
pelos documentos mais similares identificados (Tabela 4).

Ademais, a visualizacao dos embeddings em espaço reduzido (Secao 4.3), embora 
a variância explicada total nao tenha sido tao expressiva por meio dos dois componentes 
principais mais representativos, demonstrou que a aplicacao do PCA foi eficaz ao oferecer 
um a representacao visual ainda coerente das relacoes de similaridade esperadas entre as 
portarias (Figuras 12 e 13). Dessa forma, observou-se, ainda, um leve destaque para 
os embeddings gerados pelo Word2Vec (Figura 12), que manteve as dez portarias mais 
similares a referenciada mais proximas entre si quando comparados aos produzidos pelo 
FastText (Figura 13).

Adicionalmente, os agrupamentos gerados a partir dos vetores do Word2Vec com 
o algoritmo K-means (k =  3) (Secão 4.4) apresentaram  uma segmentaçao mais consis­
tente, especialmente no Cluster 1, que se mostrou mais condensado em comparacao ao 
correspondente obtido com o FastText. Essa diferenca, em conjunto com os resultados 
ligeiramente superiores observados nas medidas de coesao (Tabela 3), justificou a esco­
lha do Word2Vec para conduzir as analises posteriores. Dessa forma, cabe destacar que 
a coerência dos agrupamentos identificados e as classificaçães realizadas pelo modelo de 
REN corroboram como validaçoes extrínsecas dos embeddings produzidos.

Por fim, no que se refere ao Reconhecimento de Entidades Nomeadas (Secao
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4.6), os resultados obtidos dem onstraram  que, apesar do desbalanceamento nas classes 
anotadas, o modelo BiLSTM foi capaz de identificar com precisao as entidades, sobretudo 
apos a aplicacao do processo de sobreamostragem. Ainda assim, ressalta-se que tanto  o 
processo de anotaçcãao quanto a aplicaçcãao da sobreamostragem devem ser realizados com 
cuidado e rigor, um a vez que im pactam  diretamente a qualidade do treinam ento e podem 
introduzir vieses nos resultados. Como resultado, o modelo final apresentou desempenho 
satisfatorio, com macro F1-score medio em torno de 0,8957 evidenciando seu potencial 
para tarefas de REN em domínios jurídicos.

Diante do exposto, as principais contribuicoes deste trabalho residem na analise 
detalhada das portarias, possibilitada pela aplicaçao das tecnicas de Processamento de 
Linguagem N atural em conjunto com as de aprendizado de maquina e aprendizado pro­
fundo. Essa abordagem perm itiu identificar padroes temporais e semânticos relevantes, 
alem de oferecer uma segmentacao consistente dos documentos, contribuindo para uma 
melhor compreensao e organizaçao das portarias analisadas.

Como proposta para trabalhos futuros, sugere-se a ampliaçcaão deste estudo com a 
incorporacão da tecnica de agrupamento D BSC AN  (Density-Based Spatial Clustering of 
Applications with Noise), que pode gerar agrupamentos mais concisos, excluindo porta­
rias muito diferentes (”ruidosas” ) das demais. Alem disso, a implementacão de modelos 
baseados em arquiteturas de Transformers, como BERT, RoBERTa  conjuntamente com 
transferencia de aprendizado (transfer learning) possui potencial para aprim orar a qua­
lidade da representaçao semantica dos textos e Reconhecimento de Entidades Nomeadas 
(BARROS et al., 2024).
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