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Resumo

Ataques de negagao de servigo tém se tornado cada vez mais sofisticados e especializados
com o passar do tempo, com uso de métodos mais elaborados e potentes para causar
indisponibilidade até em sistemas protegidos por medidas de seguranca. Para possibilitar
o estudo da resiliéncia em servidores DNS, por meio de testes precisos, foi desenvolvida a
Eris, uma ferramenta capaz de recriar um ataque DNS Water Torture configuravel, sim-
plificando os testes de resiliéncia em sistemas desse género. A Eris se propoe a ser de facil
utilizacdo e multiplataforma. Sua arquitetura modular é bem estruturada e bem docu-
mentada. O desempenho da ferramenta foi avaliado em testes que simularam usudrios
legitimos, medindo o tempo até que os servidores DNS sob ataque deixassem de responder.
Sua arquitetura avangada permite nao apenas maior eficiéncia na induc¢ao de indisponi-
bilidade, mas também efeitos em cascata mais pronunciados em servidores dependentes.
Enquanto as solugoes com o mesmo propésito DNSWaterTorture e dns-flood-ng encon-
tradas se limitam a parametros basicos como intervalos fixos entre pacotes e, quando
disponivel, spoofing de um tnico IP, a Eris introduz um paradigma de personalizacao
granular através de: controle dinamico da vazao de pacotes por iteragao via sistema de
niveis (1-10) ou via arquivo de taxa customizavel, modo incremental que adapta progres-
sivamente a intensidade do ataque, capacidade de simulacdo de multiplas fontes através
de multithreading utilizando uma lista de IPs spoofados, e modo RAID para maximiza-
¢ao automaética de consultas/segundo. Esta combinagao tinica de features téticas aliada a
resultados empiricos comprovam sua singularidade e superioridade quando comparada a
ferramentas com o mesmo objetivo, executadas sob o mesmo hardware. Desenvolvimen-
tos futuros podem aprimorar a Eris, aumentar sua eficiéncia e incorporar novos tipos de

ataques focados em DNS,; além de expandir as opgoes de configuracao.

Palavras-chave: Negacao de servico, Water Torture, Eris, DNS
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Abstract

Denial-of-service attacks have become increasingly sophisticated and specialized over time,
employing more elaborate and powerful methods to cause service unavailability, even in
systems protected by security measures. To facilitate the study of resilience in DNS
servers through precise testing, Eris was developed, a tool capable of recreating a con-
figurable DNS Water Torture attack, simplifying resilience testing for systems of this
nature. Eris is designed to be user-friendly and cross-platform, with a well-structured
and well-documented modular architecture.

The tool’s performance was evaluated in tests that simulated legitimate users, mea-
suring the time until the attacked DNS servers stopped responding. Its advanced ar-
chitecture allows not only for greater efficiency in inducing unavailability but also for
more pronounced cascading effects on dependent servers. While existing solutions such as
DNSWaterTorture and dns-flood-ng are limited to basic parameters such as fixed inter-
vals between packets and, when available, spoofing a single IP address, Eris introduces a
new paradigm of granular customization through dynamic packet flow control per itera-
tion via a level-based system (1-10) or a customizable rate file, an incremental mode that
progressively adapts attack intensity, the ability to simulate multiple sources through mul-
tithreading using a list of spoofed IPs, and a RAID mode for automatic query-per-second
maximization. This unique combination of tactical features, combined with empirical re-
sults, demonstrates its singularity and superiority when compared to other tools with the
same objective, executed on the same hardware. Future developments may enhance Eris,
increasing its efficiency and incorporating new DNS-focused attack techniques, as well as

expanding configuration options.

Keywords: Denial of service, Water torture, Eris, DNS
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Capitulo 1
Introducao

Com o crescente volume de dados e a expansao de servigos baseados na Internet, a segu-
ranca da informagao vem se tornando um topico cada vez mais relevante. Essa seguranga é
sustentada por quatro pilares principais: Confidencialidade, Disponibilidade, Integridade
e Autenticidade, cada um desses pilares desempenha um papel essencial para garantir que
informacoes e sistemas sejam acessados e manipulados de maneira segura e confiavel.

Entre esses pilares, a Disponibilidade se destaca como um dos mais desafiadores de se
proteger, devido a constante ameaca de ataques de negagao de servico Denial of service
(DoS) e ataques distribuidos de negagao de servigo Distributed Denial of Service (DDoS).
Tais ataques tém como objetivo principal interromper o funcionamento de sistemas, apli-
cativos, ou servigos, ao sobrecarregar servidores, bem como recursos de rede com um
volume massivo de trafego malicioso.

Nos ultimos anos, os ataques DDoS tém se tornado mais frequentes e sofisticados,
acompanhando o avanco das tecnologias e o aumento da dependéncia de servicos digitais.
No primeiro semestre de 2024, o nimero de ataques registrados mais que dobrou em
comparagao com o segundo semestre de 2023 [3]. Além disso, esses ataques vém atingindo
niveis inéditos de volumetria. Em 2024, foi registrado o maior ataque DDoS da historia,
alcangando uma impressionante taxa de 5,6 terabits por segundo (Tbps) [4], o que reforga
a urgéncia de solugoes robustas e inovadoras para mitigar esses ataques.

Entre as diferentes variagoes de ataques DDoS, o método conhecido como DNS Water
Torture se destaca gragas ao seu foco especifico e sua capacidade de causar indisponi-
bilidade em larga escala. Ataque esse que tem como foco explorar vulnerabilidades em
servidores DNS, inundando-os com consultas para subdominios aleatérios de dominios
existentes. Isso nao s6 sobrecarrega os servidores DNS recursivos e autoritativos, mas
também impacta a experiéncia de intimeros usuarios finais, ao impedir que dominios
legitimos sejam resolvidos [5]. Por se tratar de uma variagdo de DDoS, o DNS Water

Torture reproduz todas as caracteristicas fundamentais desse tipo de ofensiva distribuida,



concentrando-se especificamente na resolucao de nomes.

Devido as suas peculiaridades, ferramentas que simulam esse tipo de ataque nao sao
facilmente encontradas para avaliar solugdes de mitigacao. Durante o processo de desen-
volvimento da Eris, foram encontrados apenas dois programas nao oficiais que simulam
o ataque [6] [7], nenhum dos dois possuindo elementos essenciais para um teste de resi-
liéncia detalhado, como por exemplo o controle de injecao de pacotes configuraveis, uso
intuitivo e acompanhamento do andamento do ataque, além de apresentarem um volume
de trafego gerado inferior a Eris, quando testadas no mesmo ambiente. A ferramenta pro-
posta neste trabalho, denominada Eris, replica o comportamento do DNS Water Torture,
possibilitando que pesquisadores reproduzam a dinamica do ataque em ambientes contro-
lados e avaliem contramedidas sob diferentes graus de intensidade. Entre suas principais
contribuigoes destacam-se o controle programavel da taxa de geracao de consultas, a apre-
sentacao de métricas em tempo real e a disponibilizacao do cédigo-fonte, fomentando a
evolugao colaborativa da solugdo. Nao obstante, a Eris apresenta limitagoes inerentes a
sua arquitetura, notadamente a previsibilidade das consultas DNS produzidas, uma vez
que os subdominios sao gerados por um algoritmo pseudo-aleatério deterministico, o que

pode facilitar a criacdo de assinaturas especificas de deteccao.

1.1 Objetivos

Dessa forma, o objetivo principal desse trabalho é o desenvolvimento da ferramenta Eris.
A ferramenta tem como requisito de projeto reproduzir o comportamento de ataques do
tipo DNS Water Torture, porém, de maneira controlada e altamente configuravel. Por
meio de uma plataforma unificada, a ferramenta vai possibilitar a execugao de testes de
resiliéncia em servidores DNS, reproduzindo cenarios reais nos quais uma grande quanti-
dade de queries — muitas vezes com subdominios aleatérios — congestiona os servicos de
resolucao de nomes. Além disso, é um objetivo fornecer trafego realista e parametrizavel,
para auxiliar na avaliagado de vulnerabilidades e no desenvolvimento de contra-medidas es-
pecificas para esse tipo de ameaca. Dessa forma, infraestruturas criticas — como grandes
provedores de internet e servigos essenciais — podem se antecipar a potenciais incidentes,
aprimorando a postura de defesa e construindo estratégias de mitigacado mais eficazes.
Adicionalmente, a capacidade da Eris em gerar trafego DNS realista também facilita
pesquisas relacionadas ao Domain Generation Algorithm (DGA). Esses algoritmos sao
frequentemente empregados em malwares com a finalidade de criar dominios de forma
dindmica, dificultando o bloqueio ou a deteccdo por mecanismos de seguranga convenci-

onais. Ao alterar continuamente o nome de dominio de controle, o malware obtém um



canal de comunicacao resiliente a blacklisting, pois, quando um dominio é bloqueado,
outro é gerado previamente pelo algoritmo e pode ser utilizado.

Logo, por ser capaz de gerar consultas DNS com subdominios pseudoaleatérios, a fer-
ramenta se torna tutil para simular condi¢oes semelhantes as que surgem em ataques que
utilizam DGA, permitindo avaliar como solugoes de detecgao e prevengao reagem quando
confrontadas com um padrao dindmico de dominios, além de contribuir com a geracao
de datasets para treinamento de algoritmos. Esse tipo de teste, feito em um ambiente
controlado, é essencial para entender os limites e eficiéncia das estratégias de seguranca
adotadas, bem como para desenvolver novos métodos de identificacao de algoritmos ma-

liciosos baseados em DGA.

1.2 Organizacao do documento

Este documento descreve o processo de desenvolvimento da Eris e os testes realizados
para atingir os objetivos definidos. O Capitulo 2 aborda os conceitos fundamentais que
contextualizam a importancia da ferramenta, incluindo uma anélise detalhada do ataque
DNS Water Torture e de suas implicagoes. No Capitulo 3, é apresentada a ferramenta,
onde sao descritas as decisoes arquiteturais acerca da implementacao da ferramenta, suas
funcionalidades, seu fluxo de execugao e a usabilidade. O Capitulo 4 detalha a metodologia
de avaliacao da ferramenta e os procedimento seguidos para tal. Em sequéncia, o Capitulo
5 detalha e apresenta os resultados obtidos nos testes e as conclusoes acerca deles. Por

fim, o Capitulo 6 apresenta as conclusdes obtidas no processo aqui citado.



Capitulo 2
Conceitos Basicos

Neste capitulo, sao apresentados os principais conceitos relacionados ao DNS Water Tor-
ture, incluindo o funcionamento do protocolo Domain Name System (DNS) em si, a
modalidade dos ataques DoS e DDoS, e como essa técnica explora a infraestrutura do

sistema de nomes de dominio para sobrecarregar servidores e interromper servigos.

2.1 Ataques DoS/DDoS

Um ataque de negacgao de servico, ou DoS, tem como objetivo comprometer o pilar da
disponibilidade na seguranca da informacao, tornando deliberadamente um sistema ou
infraestrutura inacessivel para usudrios legitimos, por meio do esgotamento de recursos
[8]. Esse objetivo pode ser alcangado, principalmente, por meio de duas estratégias,
ataques volumétricos ou abuso de protocolos de rede vulneraveis.

No primeiro caso, o intuito do ataque é enviar um volume de triafego excessivo de
forma que seja superior a capacidade de processamento do alvo, essa estratégia pode ser
potencializada usando a distribuicdo (do inglés, Distributed denial of service (DDoS)),
em que varios nés enviam trafego de forma coordenada, resultando em maior eficiéncia do
ataque e mitigacdo mais complexa devido a multiplicidade de origens. Adicionalmente,
os ataques volumétricos podem ser divididos em ataques diretos e ataques de reflexao.
Em ataques diretos o trafego é enviado diretamente a vitima, por um tnico atacante ou
por uma rede distribuida. Ja os ataques com reflexdo utilizam de nés intermediarios,
conhecidos como refletores, para inundar a vitima. Um refletor é qualquer dispositivo
que responde ao trafego recebido, podendo ou nao amplificad-lo. Ataques que empregam
refletores para aumentar sua volumetria sao chamados de DDoS por reflexao amplificada
(do inglés, Amplified Reflection DDoS ou Amplified Reflection DDoS (AR DDoS)), mul-
tiplicando significativamente o impacto do ataque. Uma técnica comum a ambas essas as

categorias de DoS ¢é a falsificagdo de IP (spoofing), usada para ocultar a origem real do



ataque. Em AR-DDoS, por exemplo, os atacantes enviam solicitagoes aos refletores utili-
zando o endereco IP da vitima como origem, fazendo com que as respostas amplificadas
sejam direcionadas a ela [9].

No segundo caso, a abordagem se difere ao enviar um volume de trafego menor a uma
taxa mais lenta que a técnica anterior, visando explorar caracteristicas especificas dos pro-
tocolos de rede, detalhes de implementacao ou funcionalidades, levando ao esgotamento
gradual dos recursos da vitima. Essa categoria de ataque nao depende de grandes quan-
tidades de banda para saturar o alvo. Em vez disso, utiliza requisi¢oes cuidadosamente
arquitetadas para manter o sistema ocupado, bloqueando ou retardando o atendimento
de usudrios legitimos [10]. Dessa forma, mesmo com uma quantidade aparentemente pe-
quena de trafego, a vitima gradualmente fica indisponivel por falta de memoéria, threads
ou conexoes livres.

No decorrer deste trabalho, o foco foi na modalidade de ataques DoS diretos, de
modo que a ferramenta desenvolvida explora o protocolo de rede DNS e suas potenciais
vulnerabilidades, enquanto ainda sendo capaz de gerar uma volumetria alta de requisi¢oes

por segundo.

2.2 DNS - Domain Name System

O Sistema de Nomes de Dominio (DNS) é uma infraestrutura essencial para o funciona-
mento da Internet, responsavel por traduzir nomes de dominio legiveis, como www.sales.com,
em enderecos IP, como 192.168.0.1, que sao utilizados por dispositivos para estabelecer
comunicagao em redes [11] [12]. Essa funcionalidade permite que usuarios acessem ser-
vicos online sem a necessidade de memorizar enderecos [P. O DNS é baseado em uma
arquitetura hierarquica e distribuida, composta por diferentes tipos de servidores que
desempenham papéis fundamentais no processo de resolugdo de nomes.

No topo da hierarquia estao os servidores raiz (do inglés, root), responsaveis por dire-
cionar consultas aos servidores de dominio de nivel superior (do inglés, Top level domain
- TLD), que, por sua vez, indicam os servidores autoritativos, os quais armazenam os
registros definitivos de cada dominio. Responsaveis por intermediar esse processo, os ser-
vidores recursivos recebem a consulta do cliente e realizam a busca completa da resposta,
consultando os servidores necesséarios e armazenando as informagoes temporariamente em

cache para otimizar consultas futuras.[13].
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Figura 2.1: Fluxo de resolugdo DNS [1])

Ou seja, cabe aos servidores recursivos atuarem como intermediarios entre os clientes
que realizam consultas, como navegadores ou dispositivos, e os servidores autoritativos,
que possuem os registros definitivos do dominio buscado. Quando um cliente solicita
a resolugado de um dominio, o servidor recursivo verifica inicialmente seu cache local em
busca de uma resposta armazenada. Caso a informagao nao esteja no cache, ele inicia uma
busca iterativa, enviando a consulta a outros servidores, comegando pelos servidores raiz,
passando pelos servidores responséveis pelo dominio de nivel superior (TLD), e finalmente
alcangando os servidores autoritativos que gerenciam os registros do dominio requisitado,
assim como representado na imagem 2.1.

Durante esse processo, o servidor recursivo armazena temporariamente as respostas
em seu cache, seguindo o time to live (TTL) definido nos registros DNS. Isso reduz a
laténcia em consultas futuras e diminui a carga sobre servidores autoritativos [1]. Por
exemplo, se outro cliente solicitar o mesmo dominio dentro do periodo de TTL, o resolver
retornara a resposta diretamente do cache, sem consultar novamente a hierarquia DNS.

Ja uma consulta autoritativa é respondida diretamente por um servidor que detém as

informagoes definitivas para um dominio. Servidores autoritativos sao configurados com



zonas DNS, que sdo segmentos da hierarquia do DNS administrados por um servidor e
contém registros que definem a estrutura e os enderecos associados a um dominio [14].
Dentro dessas zonas, encontram-se registros essenciais como A, que associa um nome
de dominio a um endereco IPv4; AAAA, que faz o mesmo para IPv6; MX, que define
os servidores responsaveis pelo recebimento de e-mails do dominio; e NS, que especifica
quais servidores sao autoritativos para aquele dominio. Quando um servidor autoritativo
recebe uma consulta, ele responde com base em seus proprios dados, sem realizar buscas
adicionais. A imagem 2.2 apresenta uma representacao simplificada de como funciona a

estrutura de zonas [13] para o dominio sales.com, por exemplo.
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Figura 2.2: Zonas DNS

Ou seja, o DNS é um sistema essencial que, por meio de sua estrutura hierarquica de
servidores, garante a resolucao de dominio de forma que torna possivel a navegacao na

Internet sem a necessidade de memorizar e acessar enderecos de IP diretamente.



2.3 Water Torture

A técnica de ataque DDoS conhecida como DNS Water Torture foi popularizada pelo
malware Mirai e suas variantes [5] [15]. Tal técnica consiste no envio de um grande volume
de solicitagoes contendo subdominios pseudoaleatérios a servidores DNS, com o objetivo
de exaurir seus recursos computacionais e de rede. O ataque explora de maneira particular
o funcionamento do sistema DNS, que gerencia a resolucao de nomes de dominio de
forma hierarquica. Nesse contexto, os servidores recursivos sao for¢ados nao sé a verificar
cada consulta recebida pelo atacante em seu cache local, como também sao obrigados a
encaminhar as requisi¢oes aos servidores autoritativos correspondentes ao dominio base do
ataque. Dessa forma, os servidores recursivos e autoritativos, responsaveis por encaminhar
e validar a existéncia dos subdominios, sofrem uma sobrecarga significativa, pois precisam
processar cada requisicdo como se fosse legitima, o que aumenta exponencialmente o
consumo de recursos computacionais e de rede.

O ataque se baseia no envio de queries DNS com subdominios aleatorios concatenados
ao dominio alvo. Essas queries seguem o formato padrao do protocolo DNS, estruturadas
em um cabecalho e se¢oes subsequentes. O cabecalho contém campos essenciais, como
o identificador tinico da query (Transaction ID), flags de operagdo e resposta, contador
de questoes e registros. Em um ataque DNS Water Torture, as flags sao manipuladas de
forma estratégica para intensificar o impacto. Por exemplo, a flag RD (Recursion Desired)
¢ ativada para forgar os servidores recursivos a buscar a resolucao completa da consulta.
Como os subdominios nao existem, os servidores nao conseguem fornecer uma resposta
armazenada e sao obrigados a encaminhar a requisicao ao servidor autoritativo do dominio
base. Esse comportamento gera um efeito cascata que sobrecarrega os servidores ao longo
da hierarquia DNS. Em ataques distribuidos, assim como o realizado pelo Mirai, a técnica
torna-se exponencialmente mais devastadora.

A estrutura das consultas DNS geradas pela Eris podem ser observados na imagem
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Figura 2.3: Bytes de uma consulta gerada pela Eris

o ID: Identificador da transacao DNS, usado para correlacionar as respostas as con-

sultas.

« Flags: RD (Recursion Desired): indica que o cliente deseja que o servidor faga uma

consulta recursiva caso nao saiba a resposta.

« QDCOUNT: Numero de consultas contidas na mensagem DNS. No caso, apenas
1 pergunta.

« QNAME (30E90.sales.com): Nome de dominio que estd sendo consultado. Nesta
representacao, cada parte (30E90, sales, com) aparece precedida de um byte que

indica o comprimento do rétulo.

« QTYPE (A): Tipo de registro solicitado. A significa que se deseja o enderego IPv4

do nome de dominio.
« QCLASS (IN): Classe do registro. IN indica um registro no contexto de Internet.
A Figura 2.4 apresenta um exemplo de query realizada por meio do Mirai enquanto

a Figura 2.5 apresenta um exemplo de query realizada por meio da Eris. Pode-se notar

que ambas seguem a mesma logica explicada acima.



DNS Query Flood(Aka Mirai DNS Water Torture Attack) - Target Domain Names Removed
11:48:43.171738 IP X.X.X.X.47645 > X.X.X.x.53: 59218 [lau] A?
@2ughuovfilf.<redacted>.com. (xx)

11:48:43.171749 IP x.X.X.X.47371 > x.x.X.x.53: 62949 [lau] A?
goSetoh5foab.<redacted>.com. (xx)

Figura 2.4: Tlustragao das consultas realizadas pelo Mirai (Fonte: [2])

'
+
o+
5
+
+
'
'
'
'
'
'
'
+

Figura 2.5: Tlustracao das consultas realizadas pela Eris

Como consequéncia, a indisponibilidade de um servidor DNS pode resultar na inaces-
sibilidade de inimeras aplica¢oes e servigos, uma vez que seus registros DNS, essenciais
para traduzir nomes de dominio em enderegos IP, tornam-se inalcancaveis. Ou seja, fa-
zendo com que o usuario final apenas consiga acessar uma aplicagao web caso conhega o
IP de seu servidor. Esse impacto nao se limita a websites, mas também afeta sistemas
corporativos e infraestruturas essenciais, amplificando de maneira significativa o alcance

e a gravidade do ataque.
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Figura 2.6: Ilustracdo da técnica de DNS Water Torture (Fonte: [2])
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2.4 Mirai

O malware Mirai ganhou notoriedade ao explorar vulnerabilidades presentes em dispositi-
vos de Internet das Coisas (IoT), convertendo esses dispositivos em bots para a formagao
de uma vasta botnet. Originalmente detectado em 2016, o Mirai demonstrou como dispo-
sitivos com configuragoes de seguranca inadequadas podem ser alvos faceis para ataques
em larga escala [5]. Essa botnet, composta principalmente por cameras de seguranga,
roteadores e outros dispositivos de baixa capacidade, foi utilizada para lancar ataques
DDoS massivos, que sobrecarregaram alvos importantes na internet.

Além de sua capacidade de recrutar dispositivos vulneraveis, o Mirai também popu-
larizou a utilizagao de técnicas sofisticadas, entre elas a estratégia de ataques baseada no
envio de queries DNS com subdominios pseudoaleatorios. Algumas variantes do Mirai
incorporaram o que posteriormente ficou conhecido como DNS Water Torture, onde o
malware realiza consultas para subdominios inexistentes, forcando servidores DNS recur-
sivos e autoritativos a processarem cada requisicao de forma completa, exacerbando o
consumo de recursos e dificultando a mitigacdo do ataque.

O Mirai ilustra a evolugdo dos ataques DDoS, mostrando que a eficicia ndao depende
somente do volume de trafego, mas também da exploragao de fragilidades especificas na
infraestrutura da rede. Sua abordagem de combinar dispositivos IoT comprometidos com
técnicas de amplificacdo e evasao exemplifica os desafios enfrentados por administradores
de rede e pesquisadores de seguranca atualmente, evidenciando a necessidade de solugoes

robustas e atualizadas para protecao contra ataques distribuidos.

2.5 Consideracoes finais

Neste capitulo foram apresentados os principais conceitos envolvidos no desenvolvimento
dessa ferramenta, como ataques DoS/DDoS, protocolo DNS, o ataque especifico de DNS
Water Torture e o contexto de sua utilizacao passada, no Mirai.

As discussoes aqui apresentadas sao fundamentais para embasar a analise dos desafios
que motivaram o desenvolvimento da ferramenta Eris, que serda abordada nos proximos
capitulos. Neste sentido, o entendimento dos mecanismos que governam o funcionamento
do DNS, a dindmica dos ataques DoS/DDoS e a utilizagao de técnicas como o DNS Water
Torture e as variagoes do Mirai, colaboram para um panorama dos riscos associados a in-
fraestrutura da Internet. No préximo capitulo, a ferramenta serd apresentada em detalhes,
expondo sua arquitetura, funcionamento, fluxo de execucao, utilizagao e disponibilizacao,
contribuindo para a formulagao de estratégias eficazes de mitigacao e aprimoramento da

resiliéncia dos sistemas.
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Capitulo 3

Eris

A FEris é uma ferramenta desenvolvida para a simulacao e andlise de ataques volumétricos
de negacao de servigo (DoS), especificamente do tipo DNS Water Torture. Seu nome,
inspirado na deusa grega da discordia [16], reflete a capacidade desse tipo de ataque, e
consequentemente da ferramenta, de desestabilizar redes e servigos essenciais em escala
amplificada. Projetada para avaliar a resiliéncia de servidores DNS e testar suas prote-
¢oOes, a ferramenta permite a simulacao controlada e altamente configuravel de ataques,
possibilitando a medig¢ado precisa do momento em que o servidor sob andlise se torna
incapaz de responder adequadamente as requisi¢coes maliciosas.

A ferramenta foi desenvolvida utilizando a engine de formagao de pacotes e controle
de vazdo das ferramentas de ataques DoS DamBuster [17] e Linderhof [18] . Entretanto,
seu funcionamento foi adaptado para incorporar o comportamento caracteristico do Mirai
[5], [15], resultando em uma ferramenta essencialmente nova, capaz de realizar ataques
DNS Water Torture de forma independente de dispositivos secundarios. Tal flexibilidade
possibilita sua aplicacao em diversos cenarios de teste, contribuindo significativamente
para o aprimoramento de estratégias de mitigacao e protecao contra esse tipo de ameaca.

Nas seg¢bes seguintes, serdo apresentadas a arquitetura da ferramenta e suas principais

funcionalidades.

3.1 Arquitetura

Apesar de aproveitar a base funcional da DamBuster, a Eris integra um sistema especifico
para a geragdo de consultas DNS vélidas [19]. Cada pacote gerado corresponde a uma
consulta DNS tnica, direcionada ao servidor especificado pelo usuario, com a adi¢do de um
subdominio pseudoaleatorio anexado ao dominio configurado no ataque. Esse mecanismo
garante a sobrecarga progressiva nos servidores DNS recursivos e autoritativos ao for¢a-los

a processar resolucoes repetidas para dominios inexistentes.
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A Eris mantém, inicialmente, a estrutura modular da DamBuster, composta por qua-
tro médulos principais, mas realiza alteragoes significativas em seu funcionamento para
se adequar ao novo modelo de ataque. Os detalhes sobre cada moédulo sao apresentados

a seguir:

3.1.1 Interface

Médulo em que as interfaces grafica (GUI) e de linha de comando (CLI) sdo implemen-
tadas. Esse mddulo é responsavel por receber os argumentos que serdao utilizados no

ataque.

3.1.2 Commander

« commander.c: Configura o ambiente inicial (por exemplo, definindo ag¢oes para erros
fatais), inicia o fluxo principal do programa, chamando a légica de ataque, com
base nos pardmetros recebidos pela interface. Também é responsavel por criar e
sincronizar as threads de ataque, garantindo o encerramento ordenado quando todas

finalizam. A ideia é que o modulo se assemelhe a um servidor de comando e controle;

o manager.c: Atua como intermediario entre o commander e o médulo Attack.

3.1.3 Attack

Modulo que contém a logica principal do ataque DNS Water torture e também é res-
ponsavel pela criacdo dos pacotes que serao enviados durante o ataque. Sua estrutura é

dividida em dois submodulos:

e dnsflood.c: Gerencia o fluxo de alto nivel do ataque DNS' flood, desde a criacao do

primeiro pacote até o inicio do processo de injecao.

o dnsfloodforge.c: Cuida dos detalhes de baixo nivel da construgao e preparacao de
pacotes DNS com subdominios aleatorios, tornando cada pacote tinico para garantir

a eficacia do ataque.

3.1.4 Injector

Nesta parte do codigo, o injector e o controller estao implementados:

 injector.c: Gerencia a mecanica detalhada da injecao de pacotes, desde a criacao de

pacotes DNS até o envio através de sockets de rede.

« controller.c: Coordena o processo geral de injecao, sincronizando os injectors, con-

trolando o tempo e realizando ajustes dinamicos durante o ataque.
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3.2 Funcionamento

A Eris implementa um ataque de DNS query flood com opc¢ao de spoofing do endereco
de origem, permitindo o controle do rate dos pacotes enviados e funcionamento multith-
read. A ferramenta necessita dos parametros de alvo e dominio e aceita parametros de
configuragao para o rate (duration, level, increment ou RAID mode), IP de origem para
spoofing, porta (53 por padrao). Por padrao, a ferramenta envia um pacote por segundo
indefinitivamente.

A cada pacote enviado, um subdominio aleatério é gerado, utilizando uma string
randomica hexadecimal concatenada com o dominio base, assim como mostrado na ima-

gem 3.2.
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Figura 3.2: Logs do servidor DNS recursivo sob flood do dominio sales.com

Optou-se por gerar nomes de subdominio hexadecimais para prover deliberadamente
uma assinatura detectdvel para a assinatura gerada pela Eris. Dessa forma, qualquer
uso indevido ou indesejavel da ferramenta e facilmente identificado, e bloqueado com a

aplicacao da assinatura.
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Figura 3.3: Campos presentes na query DNS.

A estrutura do log do servidor DNS recursivo apresentada nas imagens 3.2 e 3.3 possui

os campos descritos abaixo:

(1) client @Q0x796f513bc568: Identificador interno do BIND (servigo hospedado no
servidor DNS) que representa a estrutura que armazena detalhes do cliente no ser-
vidor DNS.

(2) 116.24.140.227#53: O endereco IP e a porta (#53) do cliente que fez a consulta
DNS.

(3) (da6be.sales.com): O nome de dominio que foi solicitado.

(4) da6be.sales.com IN A +: Traduz-se para uma consulta DNS do tipo A (en-
derego IPv4), na classe IN (Internet) e com a flag RD ativa (4), para o dominio

dabbe.sales.com.

(5) (192.168.0.4): O enderego IP onde a requisi¢ao foi direcionada.

O spoofing, o qual pode ser observado por exemplo no item 2 da imagem 3.3, como
objetivo mascarar a identidade do host e tem como consequéncia, a potencial sobrecarga
do host real dono do ip, a medida que ele recebera um grande volume de trafego, contendo
as respostas do servidor DNS destinadas ao atacante. A ferramenta por default randomiza
um ip de origem, caso nenhum seja passado como argumento de execucao e aceita um ip,
ou uma lista de ips como entrada. Caso a ferramenta recebe uma lista como argumento,
para cada ip recebido, uma thread de execucao do ataque sera criada com a intencao de

simular um trafego distribuido.
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3.3 Estratégias de Uso da Ferramenta Eris para Teste
de Resiliéncia de Servidores DNS

A Eris foi desenvolvida para simular ataques do tipo DNS Water Torture de maneira
altamente configuravel, permitindo que pesquisadores e administradores de rede avaliem
a resiliéncia de servidores DNS sob diferentes condigoes de estresse. A seguir, sdo apre-
sentadas trés estratégias que podem ser adotadas, utilizando os recursos de configuragao

e as funcionalidades detalhadas no documento.

3.3.1 Teste Incremental de Carga

Nesta estratégia, o ataque ¢ iniciado com uma taxa de envio baixa e, progressivamente,
a intensidade do trafego é aumentada. Utilizando os parametros de nivel e incremento
(conforme apresentado na Tabelas 4.2), o operador pode monitorar a degradacao do de-
sempenho do servidor DNS a medida que a taxa de consultas aumenta. Esse teste in-
cremental é ideal para determinar o ponto de saturagao do servidor e identificar limites
operacionais, permitindo a analise detalhada da resposta do sistema a cargas crescentes

de requisigoes.

3.3.2 Teste em Modo RAID para Maxima Vazao

Outra estratégia consiste em configurar a Eris no modo RAID, o qual ignora os parametros
de incremento e outras configuracgoes de taxa, fazendo com que a ferramenta envie o maior
numero de consultas por segundo possivel. Essa abordagem ¢ particularmente 1til para
avaliar a capacidade do servidor de suportar um ataque de intensidade maxima. Os testes
realizados em ambiente bare metal, conforme descritos no Capitulo 4, demonstraram que
essa estratégia permite observar rapidamente o ponto de colapso do servidor, bem como

o efeito cascata em servidores vizinhos.

3.3.3 Simulacao de Ataque Distribuido com Spoofing Multiplo

Uma terceira estratégia explora a capacidade de injecao multithread da Eris, combinada
com a funcionalidade de spoofing de multiplos IPs. Ao fornecer uma lista de enderecos
IP de origem — ou seja, simulando varias fontes de ataque — a ferramenta cria diversas
threads de execugao, cada uma enviando queries com IPs de origem distintos. Essa
simulacao busca aproximar-se do comportamento real de uma botnet, em que os ataques

sao distribuidos em varias origens.
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Figura 3.4: Logs do servidor DNS recursivo recebendo pacotes de 3 ips distintos

O comportamento multithread segue o que estd ilustrado no diagrama da imagem 3.5,

onde uma lista
nlPs [IP,, IP,1,1P, ]

leva a criacao de n threads de execucgao do ataque. O comportamento pode ser observado

na pratica nos logs do servidor na imagem 3.4.

18



Modo botnet

Commander

src_ip=[ipnipn+lipn+2,.]

Plano #1 Plano #2 Plano #3
Thread #1 Thread #2 Thread #3
sre_ip =ip_n sre_ip =ip_n+1 src_ip = ip_n+2
Water Torture (Plano #1) Water Torture (Plano #2) Water Torture (Plano #3)
N - - L )
Injector Handler Injector Handler Injector Handler
Monta e envia as queries| Monta e envia as gueries Monta e envia as queries
DNS DNS DNS

Figura 3.5: Funcionamento Multithread

3.4 Parametros

Para seu funcionamento, a ferramenta exige os seguintes pardmetros:

o Endereco de Destino: endereco [Pv4 do alvo.

e Dominio: dominio base para qual os subdominios serdao gerados.

Além dos pardmetros obrigatorios, a ferramenta aceita os seguintes parametros de

configuragao:

o Endereco de Origem: Argumento nao obrigatério responsavel por definir o ende-
reco de IP que sofrera spoofing, aceita um endereco, ou uma lista passada por meio

de arquivo.

o Porta de Origem: A porta de origem por padrao é 53, mas pode ser alterada por

meio desse parametro.

o Porta de Destino: A porta de destino por padrao é 53, mas pode ser alterada por

meio desse parametro.

e Duracao do ataque: Define a duragao total do ataque em milissegundos, caso

nenhum valor seja passado, o ataque serd executado até que seja interrompido via
CTRL+C.
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« Nivel de Ataque: O nivel do ataque varia entre 1 e 10 e permite definir quantas

consultas serdo feitas a cada iteracdo, de acordo com a férmula 100evel=1),

e Modo Incremental: Permite definir a frequéncia em que o nivel do ataque au-

menta, de modo que suba de nivel a cada i iteracoes.

e Modo RAID: A flag de modo RAID ignora os outros parametros relacionados a
taxa de envio de pacotes e faz com que a ferramenta envie a quantidade maxima de

consultas por segundo.

e Arquivo de taxa de Ataque : Permite o uso de um arquivo para personalizar as

taxas de ataque a serem seguidas para cada nivel.

o Intervalo Base de Ataque: O intervalo base do ataque para cada iteracao é 1

segundo, mas pode ser alterado por meio desse parametro.

3.5 Execucao

A execucao da ferramenta é dividida em trés etapas principais: configuracao, construgao

de pacotes e injecao de pacotes.

3.5.1 Configuracao

Na etapa de configuracao, os parametros fornecidos pelo usuario sao processados para
definir o plano de ataque. A interacao do usuario pode ser feita via linha de comando
ou interface grafica. Todas as informagoes sao consolidadas em uma estrutura chamada

draft, que encapsula os detalhes necessarios para as etapas seguintes.

3.5.2 Construcao de Pacotes

Na construgao de pacotes, o cabegalho DNS é gerado com um identificador de transagao
(Transaction ID) aleatdrio e configuragoes padrao, como o tipo de consulta (Query Type)
definido como A (IPv4) e a classe como IN (Internet). Além disso, o dominio alvo é con-
catenado com um subdominio aleatério, formado por uma string hexadecimal, garantindo
que cada consulta seja unica.

Esse subdominio é transformado em etiquetas DNS, em que cada segmento do dominio
é precedido por um byte que indica seu comprimento. A montagem do pacote segue o
protocolo DNS [20], incluindo campos de consulta e classe. Apés a cria¢ao do pacote DNS,
sao configurados os cabegalhos IP e UDP, contendo os enderecos de origem e destino, além

das portas.
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O endereco IP de origem é modificado para simular uma ou multiplas fontes. Durante
o ataque, o subdominio é remodelado continuamente, assegurando que cada consulta seja
unica. Essa caracteristica aumenta a aleatoriedade e a efetividade do ataque, dificultando
sua mitigacdo. O pacote modificado é encapsulado em uma estrutura packet wrapper,
que armazena o conteudo e metadados do pacote, garantindo sua consisténcia antes do

envio.

3.5.3 Injecao de Pacotes

A injecao de pacotes comeca com a criacao do plano de ataque pelo médulo manager,
com base nos parametros do draft. O médulo commander chama esse plano e executa a
funcao correspondente, como o DNS Flood. A coordenacao da injecao ¢ feita pelo médulo
controller, que gerencia os injetores responsaveis pelo envio dos pacotes.

No moédulo injector, os injetores sao configurados por meio da fungao StartInjector, que
cria um socket RAW para cada injetor e ajusta os parametros do pacote, como enderecos
IP e portas. Durante a execugao, a funcao ReForgeDnsPacket remodela subdominios e
ajusta os pacotes dinamicamente, garantindo que cada consulta DNS seja tnica.

O envio dos pacotes é realizado em loops continuos. Cada injetor respeita os parame-
tros configurados, como taxa de envio (rate), ou modo RAID, para maximizar o tréafego.
Quando multiplos IPs de origem sao configurados, o sistema cria cépias profundas do
pacote original, ajustando cada copia para refletir o IP de origem correspondente. O
processo de cépia profunda em C é realizado por meio da alocagao dinamica de memdria,
utilizando a fun¢ao malloc, que retorna um ponteiro para a nova regiao de memoria. O
contetudo original é copiado para esse novo endereco, garantindo que alteracbes em uma

cHpia nao afetem as demais, preservando assim o pacote original.

3.6 Usabilidade

A interacdo com a ferramenta pode acontecer via interface grafica, ou por linha de co-

mando, facilitando assim sua manipulacao.

3.6.1 Interface por linha de comando

Quando executada via linha de comando, o decorrer do ataque pode ser acompanhado
pelo output no terminal, assim como o ilustrado na figura A.1. A saida da ferramenta
traz informagoes do nivel, pacotes enviados, drop rate, endereco de origem e destino a

cada iteracao.
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Figura 3.6: Interface via linha de comando

3.6.2 Interface grafica

A interface grafica apresentada na imagem 3.7 torna o uso da ferramenta ainda mais

intuitivo, a medida que traz visibilidade dos possiveis parametros de ataque.
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Figura 3.7: Interface grafica
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Com a interface gréfica, é possivel visualizar o andamento do ataque tanto pela aba

Results quanto pela aba Output.

Eris - o >

Output

ITERATIONS

Stats

Figura 3.8: Acompanhamento do ataque via aba Output

A secao Results traz as informacoes acerca do ataque por meio de um grafico, assim

como ilustrado na imagem 3.9.

Eris - =] x

Result

==ATTACK INFORMATI

tinte a
AttDuration
tDuration DISABLED
FALSE
L
DISABLED
RateFrom LEVEL
RateFrom ]

ATTACK INITIATE

WAIT WHILE THE ATTACK
action #00000
PktBytes:

Source t PktGoal

I
|1e00] |
I

TotalSent e
TotalDropped. ..

Figura 3.9: Acompanhamento do ataque via aba Results
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A area Output traz a mesma saida da ferramenta, quando executada via interface de

linha de comando, assim como na figura 3.8.

3.7 Disponibilizacao

A disponibilizacao da ferramenta foi feita via dois meios: o cédigo fonte e uma imagem
Docker, permitindo assim a liberdade para interagir com o cédigo fonte, caso desejado e
a praticidade de utilizar o Docker para sua execugao, sem necessidade de configuracoes
adicionais. O cédigo fonte da Eris est4 disponivel no repositério do GitLab ! e sua imagem

Docker pode ser encontrada no Docker hub 2.

3.8 Consideracoes finais

Este capitulo apresentou as decisoes de arquitetura, o funcionamento, o fluxo de execugao
a utilizacao e disponibilizacao da Eris. O capitulo seguinte descreve a metodologia e os

procedimentos dos testes aos quais a ferramenta foi submetida.

'https://gitlab.com/thais.f.c.garcia/eris
2https://hub.docker.com/r/thaisfcg/eris
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Capitulo 4
Metodologia e procedimentos

Este capitulo apresenta a metodologia adotada para testar o desempenho do ataque per-

formado pela Eris e os procedimentos seguidos para tal.

4.1 Metodologia de testes e Procedimentos

4.1.1 Metodologia de testes

A Eris foi projetada para causar indisponibilidade em servidores DNS via um nimero
excessivo de consultas a subdominios inexistentes de um dominio especifico. Dessa forma,
para determinarmos ou nao seu sucesso, avaliamos a disponibilidade de servidores du-
rante sua execucao e a volumetria maxima de pacotes enviados pela ferramenta. Adicio-
nalmente, foram realizados testes para garantir que o trafego gerado por ela era valido,
assim sendo capaz de realizar um verdadeiro ataque de Water Torture e, tal como o Mirai,
causar indisponibilidade além do servidor o qual recebe as requisi¢oes diretamente.
Logo, com o intuito de validar os aspectos citados acima, foram realizados 4 testes,
utilizando o modo incremental e o modo RAID da ferramenta. O modo incremental foi

utilizado de acordo com as tabelas 4.1 e 4.2.

Parametro Valor
level (-1) 1
increment (-i) 10

Tabela 4.1: Parametros Utilizados
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Nivel | Pacotes/iteragao
1 1
10
100
1000
10000
100000
1000000
10000000
100000000
1000000000

O |0 ||| U= | W

—
)

Tabela 4.2: Niveis de ataque

As métricas utilizadas para descrever os testes utilizados sao:

e Segundo em que o servidor DNS deixa de responder;

e Taxa maxima de envio;

O segundo em que o servidor deixa de responder é medido por meio da simulagao de
um usuario legitimo, realizando uma requisi¢ao por segundo para um dominio o qual esta
no cache do servidor. E considerado que o servidor deixou de responder como esperado
quando observamos dois erros seguidos. A taxa méaxima de envio é a maior quantidade
de pacotes por segundo que o atacante foi capaz de produzir e enviar durante o periodo
do teste.

Adicionalmente, o desempenho da ferramenta foi avaliado sob as perspectivas de:

e Hardware do atacante: A ferramenta foi executada em dois diferentes hardwares,

seu desempenho foi medido em cada um deles.

o Comparacgao com ferramentas com a mesma proposta: O desempenho da Eris foi

comparado com duas outras ferramentas as quais possuem o mesmo proposito.

4.2 Procedimentos

Seguindo a metodologia descrita, foram montados dois ambientes de teste, um virtual e
um com maquinas reais, adicionalmente, foram definidos quatro cendrios de teste para
validar todos os aspectos relevantes da ferramenta. O trafego de rede foi coletado em

todas as méaquinas envolvidas nos testes, utilizando o software Wireshark [21], para a
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analise dos resultados obtidos, medi¢ao dos dados e geracao de graficos foram utilizadas
as bibliotecas Numpy [22] e Matplotlib [23] do Python.

4.2.1 Ambientes de teste virtual

Para a simulacao em ambiente virtual, foi montado um sistema com o software Virtual-
Box, utilizando uma rede NAT com range 192.168.0.0/24, assim como demonstrado no

diagrama da imagem 4.1.

N—_———

-

s

| Host executando VirtualBox |

©

[ VirtualBox NAT Network 192.168.0.0/24]

Servidor DNS recursivo - 192.168.0.4 |

[ Usudrio legitimo - 192 1680 9 |

[ Atacante - 192.168.0.12

| Servidor DNS autoritativo- 192.168.0.5 |

Figura 4.1: Diagrama do ambiente virtual



O ambiente foi configurado conforme a tabela 4.3, composto pelo atacante, o usuario
legitimo e os servidores DNS. O modelo DNS utilizado foi simplificado, de modo que o
servidor recursivo consulta diretamente o servidor autoritativo responsavel pelos dominios

testados, eliminando os servidores raiz e TLD.

Nome Processador Memoria
Atacante 4 CPU 10GB
Servidor DNS recursivo 4 CPU 10GB
Servidor DNS autoritativo | 4 CPU 10GB
Usuario 1 2 CPU 4GB

Tabela 4.3: Configuracao dos sistemas virtuais.

O servigo de DNS, em ambos os servidores, foi configurado com o software BIND9 [24],
de forma que, o servidor DNS recursivo foi caracterizado por possuir a configuracao de
recursao ativada e consultar o servidor em 192.168.0.5 em busca dos registros definitivos

do dominio requisitado.

O usuario legitimo foi utilizado para medir os tempos de reposta do servidor DNS sob

ataque, realizando uma query DNS por segundo para o DNS recursivo.

Em ambiente virtual, foram realizados os testes dos cenarios 1 e 3 descritos ainda neste

capitulo.

4.2.2 Ambiente para teste bare metal

O ambiente para teste foi montado utilizando 5 maquinas fisicas, todas conectadas
de forma wireless ao mesmo roteador TP-Link TL-WR829N conforme como indicado no
diagrama 4.2.Para isolar a rede o roteador foi configurado como Access Point isolado (sem

uplink para Internet).
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=

Roteador TpLink |

[ Usuario legitimo 1 - 192.168.0.109 |

D -
o

| Servidor DNS recursivo - 192.168.0.108 | ™
| Usuario legitimo 2 - 192.168.0.101 |

Atacante - 192.168.0.100

[Servidor DNS autoritativo- 192.168.0.107]

Figura 4.2: Diagrama do bare metal

Assim como no ambiente virtual, o servico de DNS, em ambos os servidores, foi confi-
gurado usando o software BIND9 [24], de forma que, o servidor DNS recursivo possui a
configuracao de recursao ativada e consulta o servidor autoritativo em busca dos registros

definitivos do dominio requisitado.

Os usuarios legitimos foram utilizados para medir os tempos de reposta dos servidores

DNS sob ataque, realizando uma query DNS por segundo cada.
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Nome

Processador

Memoria

Atacante

Servidor DNS recursivo

Servidor DNS autoritativo

Usuério 1

Usuéario 2

Roteador TP-Link
TL-WR829N

Intel Core i7-14700K

@ 3,40 GHz

Intel Core i5-4200U

@ 1,60 GHz

Intel Core 13-3217U

@ 1,80 GHz

Apple M2 chip (2022)
Intel Core i5 @ 1,40 GHz
Single-Core CPU

32 GB DDR4 @ 3600 MHz

6 GB DDR3 @ 1600 MHz

4 GB DDR3 @ 1600 MHz

8 GB

8 GB DDR3 @ 2400 MHz
32 MB DDR2

Tabela 4.4: Inventario de dispositivos e roteador utilizados nos testes bare-metal.

O ambiente bare metal foi utilizado para a execucao do cenério 2 de teste ainda descrito

nesse capitulo.

4.2.3 Padroes de ataque

Para os testes, definiram-se dois padroes de ataque com configuracoes de taxa de envio

distintas. O primeiro padrao adota um esquema incremental, com duracao total de 200

segundos, em que a intensidade do ataque aumenta progressivamente, como descrito na

tabela 4.5. Nesse padrao, o tempo ¢ dividido em intervalos de 10 segundos, denominados

“degraus”. A cada degrau, a taxa de envio de pacotes é multiplicada por 10, sendo que

cada multiplicacao representa um “nivel” de ataque mais intenso. Assim, o nivel inicial se

mantém durante os primeiros 10 segundos e, a cada novo degrau, o nivel é incrementado,

refletindo um aumento sistematico da vazao.

Parametro | Valor
Intervalo: 1 s
Duragao Nivel: 10 s
Total: 200 s
Inicial: 1
Nivel
Final: 10

Tabela 4.5: Parametros padrao de ataque 1.

J& o segundo padrao de ataque definido utiliza o modo RAID da ferramenta, que envia

o maior nimero de pacotes por segundo possivel, surante 200 segundos.
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4.2.4 Cenarios de teste
Primeiro cenario

Para esse primeiro cenario, o ataque é executado em ambiente virtual, de acordo com
as especificagoes de hardware da figura 4.1 e da tabela 4.3. A FEris nesse cenario foi
executada utilizando os parametros condizentes com o primeiro padrao de ataque, assim

como descrito anteriormente na tabela 4.5.

As capturas de trafego foram realizadas na maquina do atacante, no servidor DNS

recursivo e na maquina do usuério legitimo, usando o Wireshark [21] conforme a tabela

4.6

Trafego

Ponto de

tura

Cap-

Destino

Objetivo da Me-
dicao

Trafego do Atacante

Pacotes saindo da
maquina do ata-

cante

Servidor DNS

Quantificar o vo-
lume de requisigoes

maliciosas

Trafego do Alvo

Pacotes saindo da
maquina do usua-

rio

Servidor DNS

Medir a taxa de re-
quisicoes legitimas
(1 req/s)

Resposta do Servidor

Pacotes saindo do

Méquina do usua-

Avaliar até quando

servidor DNS rio o servidor ainda

responde ao usua-

rio

Tabela 4.6: Medicoes de trafego para avaliacao de resiliéncia do servidor DNS sob ataque.

O primeiro cenario foi concebido para demonstrar o funcionamento da Eris, evidenci-
ando suas funcionalidades de controle de vazao de trafego. Utilizando os parametros do
primeiro padrao de ataque (conforme indicado na Tabela 4.5), o teste objetiva verificar
a capacidade da ferramenta em gerar trafego de consultas DNS com subdominios pseu-
doaleatoérios de forma controlada e incremental. Dessa forma, busca-se identificar a taxa
maxima de envio atingida antes da saturacao do servidor DNS recursivo e comprovar a

eficacia do controle incremental de vazao implementado na ferramenta.

O resultado esperado ¢ observar um grafico que toma forma de escada, onde cada degrau

tem duragao de 10 segundos e onde entre cada degrau a taxa de envio de pacotes por
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segundo é multiplicada por 10. Adicionalmente, o resultado esperado é que a ferramenta

seja capaz de causar a indisponibilidade desejada no servidor alvo.

Segundo cenario

Para o segundo cenario, foi utilizado o modo RAID da ferramenta, sob o ambiente
bare metal. Para medir o desempenho, foram utilizados dois usuarios, ambos fazendo
uma requisicao por segundo. O usuario 1 para o servidor recursivo e o 2 para o servidor

autoritativo.

Este teste tem como objetivo avaliar a rapidez com que a ferramenta atinge seu th-
roughput maximo de consultas por segundo e confirmar que o padrao de trafego gerado
se comporta como requisi¢oes legitimas, fazendo com que o servidor recursivo encaminhe
todas as consultas ao servidor autoritativo. E justamente essa aparente legitimidade das
requisi¢bes que provoca o efeito domind: ao sobrecarregar o recursivo, as mesmas con-
sultas sdo repassadas em massa ao autoritativo, que também acaba ficando indisponivel,

demonstrando a propagacao do impacto por toda a infraestrutura. Resumindo:

Objetivos do teste

1. Rampa de subida ao throughput maximo: medir em quanto tempo a Eris

atinge sua capacidade plena de envio de pacotes por segundo.

2. Realismo do trafego: verificar se o padrao de requisi¢oes da Eris é suficientemente
parecido com requisi¢oes legitimas, de modo que o servidor recursivo encaminhe

todas ao autoritativo causando um efeito domino.

3. Capacidade de resiliéncia do servidor: até qual volume de requisi¢oes simul-

taneas os servidores mantém servigo aos usuarios legitimos.

Coleta e métricas de trafego As medicoes de trafego foram realizadas com o tshark,

capturando:
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Trafego Ponto de | Destino Objetivo da

Captura Medicao
Trafego do Atacante Pacotes saindo | Servidor DNS | Quantificar
da maquina do | recursivo o volume de
atacante requisigoes
maliciosas

geradas  pela

Eris em modo

RAID
Resposta do Servidor Recursivo Pacotes saindo | Maquina  do | Avaliar até
do servidor | usuario 1 quando o re-
DNS recursivo cursivo atende

as requisicoes

legitimas
Resposta do Servidor Autoritativo | Pacotes saindo | Maquina  do | Avaliar até
do servidor | usuario 2 quando 0
DNS autorita- autoritativo
tivo responde  as
requisigoes
legitimas

Tabela 4.7: Medigoes de trafego detalhadas para avaliagdo de resiliéncia dos servidores
DNS sob ataque em modo RAID.

Cada fluxo foi registrado em arquivo PCAP separado, permitindo analise detalhada pos-

terior (niimero de pacotes, picos de PPS e intervalo sem resposta).

Critério de falha Considera-se falha quando o servidor DNS nao responde com time-
out as duas ultimas requisi¢oes consecutivas enviadas pelo cliente legitimo, que faz uma
requisi¢do por segundo continuamente. O tempo para timeout foi configurado como 15

segundos.

Resultados esperados

e A Eris em modo RAID devera atingir o pico de PPS quase que imediatamente apds

o inicio, sem necessidade de parametros adicionais de tuning.

O pico de trafego malicioso serd superior ao observado no primeiro cenério (ambiente

virtualizado), devido ao hardware bare-metal mais potente.
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o A medida que o servidor recursivo encaminha cada requisi¢ao recebida ao servidor
autoritativo, este também é progressivamente sobrecarregado, evidenciando o efeito

dominé.

A partir da captura de resposta (Tabela 4.6), serd possivel quantificar o tempo até

falha do servigo de resolugao de dominios.

Terceiro cenario

O terceiro cenario consiste na execugao de ferramentas que possuem a mesma proposta
da Eris, com o objetivo de comparar os resultados e funcionalidades, assim provando a
eficiéncia da ferramenta descrita neste trabalho. Dessa forma, a Eris foi comparada com as

ferramentas DNSWaterTorture [6] e dns-flood-ng[7], as quais possuem a mesma proposta.

Ambiente de teste O cenério foi executado no mesmo ambiente virtual descrito an-
teriormente em 4.1. Cada ferramenta rodou isoladamente, sem concorréncia, para evitar

interferéncias entre experimentos.

Ferramentas comparadas Foram avaliadas trés solucoes de geracao de trafego DNS

com proposta semelhante:
 Eris (ferramenta proposta neste trabalho).
« DNSWaterTorture [6].
+ dns-flood-ng [7].

Procedimento experimental Cada ferramenta foi configurada para enviar a maior

quantidade de pacotes por segundo possivel. O experimento seguiu este fluxo:
1. Inicializagao da ferramenta com taxa de envio maxima.
2. Captura de todo o trafego DNS com tshark durante 100 segundos consecutivos.
3. Geracao de arquivo PCAP individual para cada ferramenta, garantindo analise iso-
lada.
Métricas de comparacao Os seguintes indicadores foram extraidos de cada captura

para comparacao:

« Packets per second (PPS) maximo atingido: pico de pacotes por segundo

registrado.
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o Consisténcia de vazao: capacidade de manter-se préximo ao PPS méximo ao

longo de todo o teste.

« Validagao de consultas: existéncia de requisicoes DNS formatadas incorreta-

mente e, consequentemente, nao processadas pelo servidor recursivo.

« Flexibilidade de configuracao: facilidade para ajustar parametros de taxa de

vazao do ataque.

Objetivo do teste comparativo Demonstrar que, sob as mesmas condi¢oes de hard-

ware e rede:

1. A Eris alcanga um PPS maximo igual ou superior ao das demais ferramentas.
2. A Eris mantém sua vazao mais estavel (menor desvio de PPS ao longo dos 100 s).

3. A Eris gera consultas DNS validas em percentual maior, garantindo o encaminha-

mento completo pelo servidor recursivo.

4. A Eris oferece opgoes de personalizagao de taxa e payload superiores, facilitando

experimentos futuros mais detalhados.

Expectativa de resultados Espera-se que a Eris seja a tinica capaz de combinar alto
throughput, consisténcia e geracao de consultas validas de forma configuravel, compro-

vando sua eficiéncia em comparacgao as alternativas DNSWaterTorture e dns-flood-ng.

4.3 Consideracoes finais

Neste capitulo foi apresentada a metodologia de testes seguida nesse trabalho, além dos
procedimentos realizados para conclui-los.
No capitulo a seguir, apresentamos os resultados quantitativos obtidos para cada ce-

nario de teste e a as conclusoes acerca a eficdcia da Eris.
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Capitulo 5

Resultados obtidos

5.1 Resultados obtidos por cenario

Este capitulo apresenta os dados coletados durante os testes e os apresenta por meio de

graficos e tabelas. Os resultados sao analisados conforme os resultados esperados.

5.1.1 Primeiro cenario

No grafico da figura 5.1, o trafego que deixa a maquina do atacante é representado pelo

grafico vermelho e o que é recebido pelo servidor alvo é representado pelo grafico azul.
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Figura 5.1: Trafego capturado durante cenério 1.

Dessa forma, podemos confirmar que o ataque segue o definido pelos parametros de
execugao, até que alcance a saturagao da taxa de envio. A saturacao foi atingida a partir
do segundo 59 do ataque, fazendo com que a ferramenta nao ultrapassasse o nivel 5. A
maior taxa de envio observada nessa janela foi de 16.37 kpackets/s no segundo 89, e a
media durante o periodo de saturagao foi de 8.63 kpackets/s.

Na imagem 5.2 observa-se a projecao do envio de pacotes, de acordo com o planejado
representada pela linha tracejada vermelha, e a taxa de envio real representada pela linha
continua. Podemos observar que a ferramenta atinge o limite do hardware de producao e
envio de pacotes antes da metade do tempo total de ataque. De acordo com os parame-
tros configurados, deveriamos ver 10 diferentes niveis de ataque, no entanto, a maquina

apresenta uma estagnacao a partir do nivel 5, assim como citado anteriormente.
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Time (s)

Figura 5.2: Projecao do ataque.

Nivel | Pacotes Projetados (por segundo) | Media pacotes Enviados (por segundo)
1 1 1
2 10 10
3 100 100
4 1 kpackets 1 kpackets
) 10 kpackets 8.84 kpackets
6 100 kpackets 8.39 kpackets
7 1 Mpackets 8.51 kpackets
8 10 Mpacktes 8.07 kpackets
9 100 Mpackets 8.82 kpackets
10 1 Gpackets 9.33 kpackets
Tabela 5.1: Comparacao entre Pacotes Projetados e Enviados por Nivel
2.5 packets F
225 packets i lSLEsr::Lsponse
g 2packets |
‘é 1.75 packets |
iﬁj 1.5 packets [
1.25 packets [
1 packets | e :

Time (s)

75

100

Figura 5.3: Resposta esperada do servidor recursivo DNS sob condig¢oes normais.
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Na figura 5.4 é possivel visualizar a frequéncia com que o servidor sob ataque responde
ao usuario legitimo, o qual faz uma consulta DNS por segundo. A linha observada deveria
apresentar os pontos de maneira continua, assim como representado na imagem 5.3, onde
cada ponto representa uma resposta do servidor DNS ao usuario legitimo, totalizando
uma resposta por segundo. No entanto, o servidor apresenta o primeiro erro no segundo
15, e apresenta erros consecutivos a partir do segundo 25 sob ataque. Ou seja, o primeiro

erro consecutivo é evidenciado com 1 kpackets/s.

1.8 packets

1.6 packets

1.4 packets

F 12packets

Tpackets | seusssssussesse ssssssssss . . s L . . . . o s . . .

800 mpackets

Figura 5.4: Resposta do servidor autoritativo durante cenério 1.

Dessa forma, os resultados esperados de observar o funcionamento do controle de
vazao e da eficacia do ataque se confirmam. Além de ficar evidente que, devido a légica e
particularidade do alerta, ndo é necessaria uma taxa de envio de trafego muito alta para

causar indisponibilidade no servidor.

5.1.2 Segundo cenario

O resultado da execucao da ferramenta em modo RAID no ambiente bare metal pode
ser observado na imagem 5.5, onde o grafico vermelho representa o volume de pacotes que
deixa a maquina do atacante e o azul representa o trafego recebido pelo servidor DNS

recursivo.
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—— Attacker

Figura 5.5: Captura do trafego cenério 2.

Pode-se observar que a ferramenta atingiu a saturacao da taxa de envio de pacotes
entre o segundo 0 e 1 de execu¢do. A maior taxa observada foi de 126,791 packets/s no
primeiro segundo do ataque, confirmando os resultados esperados para esse cenario de

observar uma taxa de saturacao mais alta que a do anterior.

No entanto, também foi observada uma grande discrepancia entre a quantidade de

pacotes enviados e a quantidade recebida pelo alvo, assim como observado na tabela. 5.2.

Pacotes Ambiente Bare metal
Maior taxa enviada pelo Atacante 126.791 packets/s
Maior taxa recebida pelo Alvo 7.958 packets/s

Tabela 5.2: Comparacao de pacotes enviados e recebidos

Nesse cenario, o DNS recursivo deixa de responder o usuédrio 1 logo no primeiros

segundos do ataque, assim como registrado no grafico da imagem 5.6.
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Packets/1 sec

1.2 packets
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Figura 5.6: Resposta do servidor recursivo sob ataque.

O servidor autoritativo deixa de responder o usuario 2 um segundo apds o recursivo,

assim como mostrado no grafico na imagem. 5.7.

16 packets |-

1 sec Intervals
1.5 packets [ ®  Authoritative DNS response

1.4 packets [

13 packets [

Packets/1 sec

12 packets [

1.1 packets [

1 packets [ . . . eoe .se

Time (s)

Figura 5.7: Resposta do servidor autoritativo sob ataque.

A resposta dos servidores confirma que o trafego malicioso esta sendo propagado entre

os servidores alvo.

5.1.3 Terceiro cenario

No terceiro cenario, buscou-se comparar a eficiéncia e a eficacia da Eris com as ferramentas
DNSWaterTorture e dns-flood-ng[7], ambas com o mesmo propdsito de simular ataques
DNS Water Torture. Para tanto, os testes foram realizados em ambiente virtual, mantendo
as mesmas condi¢oes de hardware e configuracao para as trés ferramentas, com ataques

de duragao de 100 segundos executados em taxa maxima.

41



105 4

104 4

103

Packets per second (log scale)

102 4

10! 4

—— WaterTortureDNS
100 4 — ==="Eng
—— dns-flood-ng

T
[} 20 40 60 80 100

Figura 5.8: Comparativo entre as ferramentas testadas

A dns-flood-ng foi a ferramenta que mais se aproximou da vazao de pacotes por segundo
da FEris, conseguindo alcancar 125 mil pacotes por segundo, assim como apresenta a
imagem 5.8. No entanto, uma parte significativa do trafego gerado é composta por pacotes

mal formados, assim como mostrado na imagem 5.9.
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(W] apply a display fitter . <Ctri-/> qe

Time Source Destination Protocol Length Infa
18517273 -10691.522008638 192.163.9.13 192.168.8.4  DNS 81 standard query @xfa7s A shly7xbct.sales.com
16517272] -10691.522012773 192.168.0.13 192.165.8.4 DNS 139 Standard query @xa4@3[Malformed Packet]
16517271 -10691.522617948 192.168.0.13 192.168.6.4 DNS 179 Standard query @x6ed7[Malformed Packet]
16517276 -10691.522622056 192.168.0.13 192.168.6.4 DNS 132 Standard query @x3b32 A Bnxixibo8n61y6gqssqib7kaphqtshbgkBei7pmfdBwryshnk7lb
18517269 -10691.522628683 192.168.8.13 192.168.8.4 DNS 197 Standard query @xdsfa[Malformed Packet]
18517268 -10691.522044205 192.163.9.13 192.168.8.4 DNS 160 Standard query @x76a4[Malformed Packet]
18517267 -10691.5220485805 192.168.0.13 192.168..4 DNS 92 Standard query @x4d39 A Btnhz6wqgé7twvig3pvu.sales.com
16517266 -10691.522653748 192.168.0.13 192.168.6.4 DNS 144 Standard query @xaS8e[Malformed Packet]
18517265 -18691.522059468 192.168.0.13 192.168.6.4 DNS 155 Standard query @x8dsa[Malformed Packet]
18517264 -10691.522066918 192.168.8.13 192.168.8.4 DNS 129 Standard query @xSce7 A fg3tSpie qnnqojvt7agr3ugl biesod
10517263 -10691.522071287 192.163.0.13 192.168.6.4 DNS 166 standard query exbsbb[Malformed Packet]
18517262 -10691.522077545 192.168.0.13 192.168..4 DNS 79 Standard query @x18c8 A z339mg7.sales.com
16517261 -10691.522681516 192.168.0.13 192.168.6.4 DNS 92 Standard query @xc7da A ibSftfnlzoavtmfpdiyp.sales.com
18517260 -10691.522085063 192.168.0.13 192.168.6.4 DNS 154 Standard query @xd4e2[Malformed Packet]
18517259 -10691.522089875 192.168.8.13 192.168.8.4 DNS 167 Standard query @xcdeS[Malformed Packet]
18517258 -10691.522095611 192.163.0.13 192.168.6.4 DNS 113 Standard query @xd207 A pzsztnrrc3kjsdkntokbg7q2wx2zheyseqmoudgew. sales. com
10517257 -10691.522101222 192.168.0.13 192.168..4 DNS 92 Standard query @x4935 A by8cd7941vpdh227fc96.sales.com
18517256 -18691.522185538 192.168.0.13 192.168.6.4 DNS 191 Standard query @x553f[Malformed Packet]
18517255 -10691.522111231 192.168.0.13 192.168.6.4 DNS 106 Standard query @x7691 A &lrv3e2cmnbvumzab6igeyk@pskwmmgnd. sales.com
18517254 -10691.522115264 192.168.8.13 192.168.8.4 DNS 106 Standard query @xbdss A juwkxfajhesrin7trsztmiqeeprs4sfosh.sales.com
18517253 -10691.522118827 192.163.0.13 192.168.6.4 DNS 85 Standard query @x7ece A zgadyémg3hnhz.sales.com
18517252 -10691.522125057 192.168.0.13 192.168..4 DNS 174 standard query @x71dc[Malformed Packet]
16517251 -18691.522131687 192.168.0.13 192.168.6.4 DNS 198 Standard query @x8bcc[Malformed Packet]
18517256 -10691.522139179 192.168.0.13 192.168.6.4 DNS 144 Standard query @xalf3[Malformed Packet]
18517249 -10691.522143936 192.163.9.13 192.168.8.4 DNS 190 Standard query @xfasb[Malformed Packet]
18517248 -10691.522148801 192.163.0.13 192.168.6.4 DNS 156 Standard query @x8cla[Malformed Packet]
16517247 -10691.522153372 192.168.6.13 192.168.6.4 DNS 77 Standard query @xf3b6 A 8hms9.sales.com
16517246 -18691.522157852 192.168.0.13 192.168.6.4 DNS 142 Standard query @x8@3c[Malformed Packet]
18517245 -10691.522162323 192.168.0.13 192.168.6.4 DNS 139 Standard query @x3742[Malformed Packet] —1
18517244 -10691.522168351 192.163.9.13 192.168.8.4 DNS 113 standard query @xf785 A nréuk36qjowsn5tm3rbhetwinzal6jsabysbialhe.sales.com
18517243 -10691.522173778 192.163.0.13 192.168.6.4 DNS 167 Standard query @x8822[Malformed Packet]
16517242 -10691.522177848 192.168.0.13 192.168.6.4 DNS 137 Standard auerv @x3@b2 Unknown (38@59) <Unknown extended label>

Figura 5.9: Pacotes formados pela dns-flood-ng.

Os resultados advindos da DNSWaterTorture demonstraram que, apesar de apresentar
consultas bem formadas, nao foi capaz de produzir um volume de trafego significativo,

assim como ilustrado na imagem 5.8.

Em contraste, a Eris se destacou ao proporcionar uma configuracao granular dos pa-
rametros de envio — permitindo desde o controle incremental da taxa até a utilizagdo do
modo RAID — o que possibilitou ndo s6 um ajuste preciso da intensidade do ataque, mas
também a manutencao de uma vazao média mais elevada e consistente. Dessa forma, a
ferramenta foi capaz de gerar trafego realista e eficaz, causando indisponibilidade tanto
no servidor recursivo quanto no servidor autoritativo, validando seu desempenho superior

frente as alternativas testadas.

5.2 Conclusao acerca dos testes

5.2.1 Primeiro cenario

Diante do apresentado anteriormente, o teste foi eficaz em demonstrar como o controle
da taxa de envio de pacotes da Eris funciona, confirmando sua granularidade, assim como

é possivel observar na tabela 5.1.

5.2.2 Segundo cenario

Observou-se que, ao atingir o servidor recursivo, o servidor autoritativo consultado por

ele também perdeu a capacidade de responder as consultas recebidas, indicando que outros
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servidores os quais dependem das suas respostas também seriam impactados, mesmo nao
sendo diretamente atacados. Esse efeito se propaga para usuarios finais que dependem
desses servidores para resolver dominios, impossibilitando o acesso ao contetido hospedado
nos servidores desejados. Em resumo, ao direcionar trafego para apenas um servidor, a
ferramenta mostrou-se capaz de causar indisponibilidade em outros servidores e também

para os usuarios finais.

5.2.3 Terceiro cenario

Adicionalmente, foi constatado que a Eris superou o desempenho de ambas as ferra-
mentas comparadas por uma série de fatores. A ferramenta melhor avaliada, mesmo em
sua capacidade maxima, nao supera a media de envio de pacotes da Eris, ademais, a
ferramenta comparada também nao foi capaz de produzir trafego completamente valido,
entregando pacotes mal formados. Por fim, nenhuma das duas ferramentas comparadas
possui a opc¢ao de personalizagao da vazao das consultas DNS, de forma que possibilite

testes de resiliéncia mais detalhados.

Ferramenta Vazao media | Vazao maxima (segundo em que ocorreu)
WaterTortureDNS 942 1138 (77 s)
Eris 78,841 07,175 (41 s)
dns-flood-ng 43,825 114,903 (2 s)

Tabela 5.3: Comparativo entre as ferramentas.

5.3 Sintese dos resultados

Os testes realizados em todos os cenarios demonstraram que a ferramenta foi eficaz
em causar indisponibilidade no servidor alvo, em ambas as formas de ataque utilizadas
e em ambos os ambientes. Além disso, constatou-se a capacidade da ferramenta de pro-
pagar indisponibilidade, ao sobrecarregar tanto os servidores DNS recursivos quanto os
autoritativos, ao gerar trafego pseudoaleatério continuo que nao deixa de se assemelhar a

consultas legitimas.

Pode-se notar, no entanto, que nos testes realizados em ambiente bare-metal existe uma
discrepancia entre a quantidade de pacotes enviados pelo atacante e a quantidade recebida
pela vitima. O ponto mais notavel sendo logo no inicio, no segundo 0, onde foi evidenciada
uma diferenga de 122,013 packets/s, sendo dessa forma, 25 vezes maior do que o recebido
pela vitima. Assim como demonstrado na imagem 5.10, portanto, sendo necesséario levar

em conta para a avaliacdo da resiliéncia do servidor o valor de packets/s recebido por
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ele. O cenario 1 também apresenta um comportamento de saturacao, no entanto, ele se
difere devido a sua natureza, no cenario 1, em rede NAT virtual do VirtualBox, o ataque
estagnou em cerca de 8,6 kpps, indicando uma limitacao pela capacidade de geracao de
pacotes do host , sem que a recepc¢ao pelo alvo apresentasse queda proporcional, o que
indica que o gargalo residia no proprio atacante e nao no enlace, indicando que isso é um
efeito da virtualizagao a qual limita o hardware simulado, restringindo a taxa maxima de
pacotes gerados devido a abstracao e compartilhamento de recursos fisicos, impedindo que
a performance do ataque ultrapasse os limites impostos pela camada de virtualizacao. Ja
no cenario 2, com todas as maquinas conectadas via Wi-Fi a mesma interface, o atacante
atingiu um pico de 122 kpps enquanto o alvo recebeu apenas 4,8 kpps (diferenca de
25, conforme a figura 5.10), evidenciando perdas massivas e achatamento do throughput
devido a saturacao fisica do enlace sem fio. Esse comportamento alinha-se ao reportado
em estudos de ataques reflexivos amplificados, nos quais servidores refletores deixam de
converter o aumento das requisi¢oes de entrada em trafego de saida ao atingirem o teto

de vazao de suas interfaces de rede [25]
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Figura 5.10: Dispersao de pacotes observada no cenério 2.

Nota-se também que o trafego gerado pela Eris torna-se previsivel a certo nivel por
possui um padrao de tamanho na string que compde o subdominio randdémico, sendo

assim um ponto para melhorias futuras.
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5.4 Consideracoes finais

Este capitulo apresentou os resultados obtidos a partir dos testes realizados nesse trabalho,
afirmando o desempenho notavel da Eris, a qual se sucedeu em causar indisponibilidade
em todos os cenarios testados, além de se mostrar mais eficaz frente as ferramentas a
ela comparadas, de acordo com os critérios eleitos. Por fim, no capitulo a seguir sao

apresentadas as conclusoes acerca desse trabalho.
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Capitulo 6
Conclusao

Neste trabalho, exploramos o desenvolvimento e avaliacdo da Eris, uma ferramenta pro-
jetada para medir a resiliéncia de servidores DNS por meio da simulacao controlada de
ataques volumétricos do tipo DNS Water Torture. Inicialmente, foram apresentados os
fundamentos tedricos sobre ataques de negacao de servigo, o funcionamento do DNS e
os detalhes do ataque Water Torture. Com base nesses conceitos e nas ferramentas de
ataques DDoS DamBuster e Linderhof, foi construida a Eris, que combina facilidade de
uso e alto desempenho. A arquitetura da ferramenta foi estruturada em 4 mdédulos prin-
cipais, os quais, juntos, sao responsaveis por garantir a interagdo com o usuario, gerenciar
o ataque, criar os pacotes e envia-los. Seu funcionamento foi pensado para atender a ce-
narios de teste variados, permitindo ajustes configuraveis, como taxa de envio de pacotes
e geracao de subdominios pseudoaleatorios, garantindo que os ataques simulados sejam
realistas e eficazes.

Os testes realizados avaliaram a eficacia da ferramenta em diferentes cenarios. No
primeiro cenario, foi demonstrada a capacidade da Eris de controlar a vazao de pacotes
e gerar indisponibilidade em servidores DNS recursivos. No segundo, foi validada sua
habilidade de atingir a taxa maxima de envio de pacotes rapidamente, além de confirmar
a legitimidade do trafego gerado ao ser capaz de reproduzir o efeito cascata do ataque,
causando indisponibilidade tanto no servidor DNS recursivo quanto no autoritativo. Por
fim, no terceiro cenario, comparagoes com as ferramentas DNSWaterTorture e dns-flood-
ng comprovaram a superioridade da Eris em termos de vazao de pacotes, trafego valido e
personalizacao. No entanto, os cendrios de teste evidenciaram também os futuros pontos
de trabalho da ferramenta, como tornar o padrao do ataque menos previsivel, dificultando
assim a sua deteccao por ferramentas de seguranca.

Em conclusao, a Eris se estabeleceu como uma ferramenta eficaz e versatil para o es-
tudo de resiliéncia em servidores DNS, podendo vir a contribuir significativamente para o

aprimoramento de estratégias de mitigacao contra ataques desse género. Desenvolvimen-
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tos futuros podem expandir suas funcionalidades, incorporando novos tipos de ataques
DNS e opcgoes adicionais de configuracao como ataque simultdneo a dominios diferen-
tes, por exemplo, consolidando-a ainda mais como uma ferramenta aliada para teste de

resiliéncia de servidores DNS.
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Apéndice A

Script executado pelo usuario para

realizar consultas DNS

import sys
import time
import subprocess

.,.:3;_‘[,‘( ):

1f len(sys.argv) <
print(
sys.exit(1)

input_server = sys.argv[1]
domain = sys.argv[2]

interval = float(sys.argv[3])
except:

print( )

sys.exit(1)

command = f

while True:

subprocess. Popen(command. split())
except Exception as e:

print(e)

print(

time.sleep(interval)

if __name
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