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Resumo

O avanco da inteligéncia artificial (IA) tem proporcionado transformagoes significativas
em diversas areas, como: saide, seguranca e mercado de trabalho. No entanto, a presenca
de vieses algoritmicos nesses sistemas tem levantado preocupagoes éticas, uma vez que
podem amplificar desigualdades sociais e reforcar discriminagoes histoéricas. Este trabalho
tem como objetivo realizar um mapeamento sistematico da literatura para identificar os
desafios éticos associados aos vieses em algoritmos de TA. A pesquisa adota uma aborda-
gem quantitativa, analisando a producao cientifica sobre o tema, mapeando indicadores
de producao, como a evolucao temporal, a distribuicdo geografica e os tipos de publicacao,
bem como a estrutura intelectual do campo, por meio de seus autores mais atuantes, focos
tematicos e trabalhos de maior impacto. Os resultados do mapeamento sisteméatico forne-
cem insights valiosos que respondem diretamente aos objetivos propostos, detalhando a
estrutura intelectual, a evolugao e os focos tematicos da pesquisa sobre os desafios éticos
em [A.

Palavras-chave: Etica. Inteligéncia Artificial. Viés. Mapeamento Sistemético.






Abstract

The advancement of artificial intelligence (AI) has brought about significant transforma-
tions in various fields, such as healthcare, security, and the job market. However, the
presence of algorithmic biases in these systems has raised ethical concerns, as they can
amplify social inequalities and reinforce historical discrimination. This study aims to con-
duct a systematic mapping of the literature to identify the ethical challenges associated
with biases in Al algorithms. The research adopts a quantitative approach, analyzing the
scientific production on the topic, mapping production indicators such as temporal evolu-
tion, geographical distribution, and publication types, as well as the intellectual structure
of the field through its most active authors, thematic focuses, and most impactful works.
The results of the systematic mapping provide valuable insights that directly address the
proposed objectives by detailing the intellectual structure, evolution, and thematic focuses

of the research on ethical challenges in Al

Key-words: Ethics. Artificial Intelligence. Bias. Systematic Mapping.
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1 Introducao

1.1 Contextualizacao

A inteligéncia artificial (IA) oferece diversas oportunidades para melhorar a vida
cotidiana, com avancos que vao desde diagnodsticos médicos e previsoes climéticas mais
precisas até a automacao de veiculos (RUSSELL; NORVIG, 2020). Iniciativas como o AT
for Humanitarian Action da Microsoft e o Al for Good, em parceria com o Google, exem-
plificam o potencial da IA para enfrentar desafios globais em areas como direitos humanos,
desastres naturais e preservagao ambiental (COLUMBIA, 2024; AWARDS, 2024).

No entanto, essas inovagoes também trazem desafios significativos, segundo Russell
e Norvig (2020) o impacto econdmico da automagao pode agravar as desigualdades sociais,
com a concentracao de riqueza nas maos de poucos, e ameacar o desenvolvimento de paises
emergentes. Esses desafios evidenciam a necessidade de um debate ético em torno do uso
da IA, especialmente no que diz respeito a transparéncia e confianca, visto que a opacidade
dos algoritmos pode dificultar a compreensao de suas decisoes (BURRELL, 2016). As
ferramentas de IA podem, inclusive, perpetuar ou amplificar preconceitos existentes caso

acontega de estarem, de alguma forma, enviesadas. (NOBLE, 2018).

Os vieses em inteligéncia artificial se manifestam em varias dimensoes, com im-
pactos que se estendem desde os dados de origem até as interagoes humano-maquina e os
resultados gerados pelos sistemas. Destacam-se o viés de interacao do usuario, que reflete
ciclos de retroalimentacao entre o design do sistema e o comportamento do usuario; o
viés comportamental, no qual padroes cognitivos humanos, como preconceitos inconsci-
entes ou aversoes, sao modelados e amplificados pelos sistemas; e o viés de agregacao, que
emerge quando dados heterogéneos sao agrupados, resultando na perda de granularidade
e na incapacidade de capturar variacoes individuais importantes. A falta de tratamento
adequado a esses vieses resulta na perpetuacao de preconceitos e no reforco de padroes
discriminatérios. (MEHRABI et al., 2021).

1.2 Justificativa

A relevancia do tema dos vieses em inteligéncia artificial esta diretamente ligada
as questoes éticas, sociais e tecnologicas que impactam a sociedade. Com o uso crescente
de TA em setores essenciais como saude, seguranca publica, financas e recursos humanos,
torna-se importante compreender e mitigar os vieses que emergem desses algoritmos ja

que, conforme Obermeyer et al. (2019) e Mehrabi et al. (2021), esses sistemas podem
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reproduzir e amplificar preconceitos historicos e desigualdades sociais, colocando em risco

os valores de equidade e justica.

Uma lacuna importante no campo ¢ a falta de metodologias para identificar e cor-
rigir vieses, especialmente em contextos sensiveis e complexos. Estudos como os de Selbst
et al. (2019) abordam a opacidade algoritmica e a necessidade de avaliagoes mais abstra-
tas de justiga, enquanto Barocas, Hardt e Narayanan (2019) ressaltam a importancia de
perspectivas interdisciplinares para superar esses desafios. Além disso, Buolamwini e Ge-
bru (2018) destacam o impacto desproporcional de vieses sobre grupos sub-representados,
como mulheres e minorias étnicas, reforcando a urgéncia de praticas mais inclusivas no

desenvolvimento de TA.

Este estudo tem como objetivo mapear e sintetizar informagoes sobre as pesquisas
existentes relacionadas aos desafios éticos dos vieses algoritmicos na IA. Binns (2018) e
Raji et al. (2020) se destacam a relevancia de praticas como auditorias algoritmicas e
maior transparéncia nos processos decisérios, abordagens que servem de inspiragao para
esta pesquisa. Além disso, o estudo busca organizar dados e tendéncias de publicacoes,
contribuindo para debates mais informados e para o desenvolvimento de tecnologias mais

inclusivas e equitativas.

A pesquisa também se propoe a destacar a relevancia do tema para paises em
desenvolvimento, que frequentemente enfrentam desafios tinicos e sdo negligenciados em
estudos globais. Trabalhos como os de Suresh e Guttag (2021) mostram que sistemas de TA
podem interagir com desigualdades sociais preexistentes, exigindo abordagens adaptadas
a esses contextos. Assim, este estudo busca ampliar o alcance dessas discussoes e propor

solucoes que considerem a diversidade das realidades sociais.

Por fim, a relevancia desse tema transcende o campo académico, impactando di-
retamente o desenvolvimento social e as interagoes humanas. Investigar vieses em TA é
essencial para garantir que essas tecnologias sejam ferramentas de progresso e equidade,
em vez de perpetuadoras de desigualdades. Trabalhos como os de Cath et al. (2018) re-
forcam a importancia de incorporar valores éticos ao desenvolvimento tecnolégico, papel

em que a pesquisa académica se torna fundamental.

1.3 Questao de Pesquisa

Para guiar este trabalho, foi definida a seguinte questao de pesquisa:

Quais os principais desafios éticos associados aos vieses de agregacgao, de

interacdo com o usuario e comportamental em algoritmos de IA atualmente?

Essa questao busca identificar e organizar as discussoes existentes sobre os desafios

éticos relacionados aos vieses em sistemas de IA, mantendo o foco do estudo na realizacao



1.4. Objetivos 25

de uma analise quantitativa das publicacoes, que permita mapear padroes e tendéncias

na producao cientifica sobre o tema.

Ao mapear a literatura de forma estruturada, o trabalho contribuiu para uma
melhor compreensao do panorama atual, oferecendo insights sobre como a comunidade
cientifica tem abordado os desafios éticos dos vieses em IA. Dessa forma, o estudo serve
como base para orientar pesquisas futuras e para a formulagao de diretrizes que promovam

o desenvolvimento de sistemas de IA mais justos, transparentes e inclusivos.

1.4 Objetivos

1.4.1 Objetivo geral

Mapear os desafios éticos dos vieses em algoritmos de TA, identificando os de-
safios éticos discutidos e caracterizando o cenario cientifico por meio de suas principais
publicagoes, autores, evolucao temporal, distribuicao geografica, focos tematicos, tipos de

publicagao e trabalhos de maior impacto.

1.4.2 Objetivos especificos

1. Identificar os autores e grupos de pesquisa mais produtivos que atuam na area de

vieses algoritmicos e ética em TA;

2. Analisar a evolugao temporal da producao cientifica para identificar os periodos de
maior volume de publicagbes e o crescimento do interesse académico sobre vieses
em [A;

3. Mapear os principais paises e regioes responsaveis pelas publica¢oes sobre os desafios

éticos dos vieses em IA, mapeando a distribuicdo geografica da producao cientifica;

4. Identificar os focos tematicos e as frentes de pesquisa por meio da anélise de frequén-
cia e coocorréncia de palavras-chave, investigando sua evolucao para refletir mudan-

cas de enfoque no debate sobre vieses;

5. Classificar os tipos de estudos predominantes (artigos de conferéncia, periddicos,
dissertagoes, etc.) para determinar os principais canais de disseminagao do conheci-

mento sobre vieses em TA;

6. Levantar os trabalhos fundamentais e de maior impacto por meio da analise de
citagoes, a fim de compreender as contribuigoes tedricas e conceituais que moldaram

a pesquisa sobre vieses em [A.
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1.5 Organizacao do trabalho

Este trabalho de conclusao de curso esta organizado nos seguintes capitulos:

o Capitulo 1 - Introducao: este capitulo oferece uma contextualizagdo sobre o
tema, incluindo a justificativa da pesquisa e os objetivos tanto principal quanto os

especificos para esse trabalho.

o Capitulo 2 - Referencial Tedrico: apresenta conceitos e estudos que apoiaram

no desenvolvimento desta pesquisa.

o Capitulo 3 - Mapeamento Sistematico da Literatura: apresenta o delinea-
mento do mapeamento sistematico da literatura realizado, detalhando a metodologia

adotada na pesquisa, incluindo a construcao do protocolo e sua execucao.

o Capitulo 4 - Resultados: fornece uma apresentacao detalhada dos resultados
obtidos através do mapeamento sistematico da literatura, permitindo a analise e

interpretacao dos dados coletados.

o Capitulo 5 - Consideracgoes finais: expoe as conclusoes derivadas desta pesquisa,

discute suas limitacoes e sugere possiveis dire¢oes para trabalhos futuros.
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?2 Referencial Tedrico

O presente capitulo estabelece o referencial tedrico que serve como alicerce para
este trabalho, tendo como objetivo definir e contextualizar os conceitos que formam a

base para a analise dos vieses algoritmicos em inteligéncia artificial.

2.1 Fundacoes Eticas para a Analise Tecnolégica

A ética, como campo de estudo filoséfico, busca compreender o que constitui o
comportamento moralmente correto e avaliar as justificativas para essas normas (JOHN-
SON;, 2008). No contexto do uso de tecnologias, especialmente da IA e outras inovagoes
avancgadas, torna-se essencial explorar como diferentes teorias éticas podem orientar de-
cisoes e praticas. Entre as principais teorias éticas estao o utilitarismo, a deontologia e a
ética das virtudes, cada uma oferecendo perspectivas distintas para avaliar e guiar a acao

moral.

O utilitarismo, inicialmente proposto por Jeremy Bentham e posteriormente desen-
volvido por John Stuart Mill, fundamenta-se no principio da maximizacao do bem-estar
(BOSTROM; YUDKOWSKY, 2011). De acordo com essa teoria, uma agao é moralmente
correta se produzir o maior beneficio possivel para o maior nimero de pessoas. No con-
texto tecnologico, o utilitarismo pode ser aplicado na avaliagao das consequéncias do uso
de TA. Por exemplo, ao implementar sistemas de IA na educacdo, como assistentes vir-
tuais para personalizacgao da aprendizagem, a avaliacao utilitarista consideraria se essas
tecnologias ampliam significativamente o acesso a educagdo, aumentam a eficiéncia do

ensino ou promovem a igualdade de oportunidades educacionais.

Em contraste, a deontologia, associada principalmente ao filosofo Immanuel Kant,
enfatiza a moralidade das agoes em si mesmas, independentemente de suas consequéncias
(KANT; QUINTELA, 1997). Para a deontologia, certas agoes sdo intrinsecamente cor-
retas ou erradas e devem ser seguidas, mesmo que sua violagdo possa trazer beneficios
a curto prazo. No uso de tecnologias, isso implica que principios éticos como o respeito
a privacidade, a justica na distribuicao de recursos tecnologicos e a transparéncia nos

processos decisorios sao imperativos morais que nao devem ser transgredidos (FLORIDI;
SANDERS, 2004).

Ja a ética das virtudes, abordagem desenvolvida por filésofos como Aristote-
les, concentra-se no desenvolvimento de caracteristicas de carater moralmente excelentes
(FLORES, 2021). Essa teoria sugere que o foco principal deve estar na formacao de vir-

tudes como honestidade, coragem, compaixao e sabedoria, tanto nos individuos quanto
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nas organizacoes. No contexto tecnologico, a ética das virtudes pode ser aplicada ao de-
senvolvimento e uso de TA que promovam tais valores. Por exemplo, sistemas de TA que
incentivam a colaboracao, a integridade académica e a equidade no acesso a informagao

podem ser considerados moralmente desejaveis sob essa perspectiva.

A aplicacao desses ideais éticos ao uso de tecnologias, incluindo a IA, ndo apenas
orienta a tomada de decisoes éticas, mas também possibilita a criacao de politicas e di-
retrizes que promovam um uso responsavel e benéfico dessas ferramentas (BOSTROM;
YUDKOWSKY, 2011). Por exemplo, no desenvolvimento de algoritmos de IA voltados
para aplicacoes educacionais, a consideragao das consequéncias utilitdrias pode ajudar
a prever e mitigar impactos negativos, como a amplificacdo de desigualdades educaci-
onais. Simultaneamente, principios deontolégicos assegurariam o respeito a privacidade
dos alunos e garantiriam que os processos automatizados sejam transparentes e respon-
saveis. Além disso, a promocao de virtudes morais por meio da tecnologia pode fortalecer
a integridade do sistema educacional, cultivando um ambiente de aprendizagem ético e
inclusivo (FLORIDI; SANDERS, 2004).

Para implementar efetivamente essas teorias éticas, é importante considerar os
contextos culturais, sociais e legais especificos, adaptando principios éticos universais as
realidades praticas do uso de tecnologias em diferentes setores (JOHNSON, 2008). Estudos
como “The FEthics of Artificial Intelligence” (BOSTROM; YUDKOWSKY, 2011) e “On
the Morality of Artificial Agents” (FLORIDI; SANDERS, 2004) fornecem insights valiosos
sobre como as teorias éticas tradicionais podem ser aplicadas e adaptadas ao contexto da

IA e de outras tecnologias emergentes.

2.2 Inteligéncia Artificial: Conceitos e Contextos

A TA é um campo multidisciplinar que busca desenvolver sistemas capazes de
executar tarefas que tradicionalmente requereriam inteligéncia humana. De acordo com
Russell e Norvig (2020), a IA pode ser abordada sob diferentes perspectivas, como a re-
producao do comportamento humano ou a busca pela racionalidade, ou seja, a capacidade

de tomar decisdes boas com base em critérios logicos e matematicos.

Um marco nesse campo foi o teste de Turing, proposto por Alan Turing em 1950,
que mede a inteligéncia de uma maquina pela sua capacidade de se passar por humano em
uma conversa escrita. Para superar esse teste, seria necessario dominar habilidades como

processamento de linguagem natural, raciocinio automatizado e aprendizado de maquina

(RUSSELL; NORVIG, 2020).

Contudo, muitos pesquisadores concentram-se em principios fundamentais da in-
teligéncia em vez de replicar o comportamento humano. “A busca pelo “voo artificial”

teve sucesso quando engenheiros e inventores pararam de imitar passaros e comecaram a
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usar tuneis de vento e aprender sobre aerodindmica” (RUSSELL; NORVIG, 2020, p. 20).
Essa evolugao demonstra como o avango da engenharia aeronautica ocorreu ao estudar
aerodinamica em vez de tentar copiar exatamente o voo das aves. A integracao de areas
como psicologia, matematica, estatistica e economia tornou a A um dos campos mais

dindmicos da ciéncia contemporanea.

Uma dessas areas é a filosofia, que historicamente abordou questoes fundamentais
sobre a mente, o conhecimento e a racionalidade. Aristoteles desenvolveu um sistema 16-
gico que permitia gerar conclusoes a partir de premissas, influenciando pensadores como
Ramon Llull e Leibniz, que imaginaram méquinas baseadas em raciocinio mecénico (RUS-
SELL; NORVIG, 2020). Ha séculos, filésofos investigam a mente humana e a possibilidade
de mentes ndo humanas, questoes centrais no estudo da inteligéncia. Alguns acreditam
que maquinas podem realizar todas as tarefas humanas, enquanto outros argumentam que

certos comportamentos, como criatividade e escolhas morais, estao além das capacidades
das maquinas (NEGNEVITSKY, 2005).

Voltando para a atualidade, o campo da TA vive uma fase de avancgos acelerados,
impulsionada principalmente pela ascensao dos modelos de linguagem de grande escala
(LLMs) e de TA generativa. Tecnologias que antes pareciam distantes, como a geragao
de texto coerente e imagens, composi¢oes musicais e codigos de programacao funcionais,
tornaram-se amplamente acessiveis através de ferramentas como o ChatGPT da OpenAl,
Gemini do Google, entre outros. Essa nova onda de IA demonstrou uma capacidade sur-
preendente de aprendizado e adaptagao, impactando diretamente desde a automacao de

tarefas cotidianas até a forma como empresas desenvolvem produtos e tomam decisoes.

Tais progressos tém catalisado uma integracao cada vez mais profunda da IA em
diversos setores. Na ciéncia, por exemplo, modelos como o AlphaFold 3, desenvolvido pelo
Google DeepMind, revolucionaram a biologia ao prever com alta precisao a estrutura tri-
dimensional de proteinas e outras moléculas biolégicas, acelerando a pesquisa de novos
medicamentos e o entendimento de doengas (ABRAMSON et al., 2024). De acordo com
o relatorio AI Index de 2025 da Universidade de Stanford, o investimento privado em TA
continua a crescer massivamente e a adogao da tecnologia por organizagoes aumentou sig-
nificativamente, com muitas relatando melhorias mensuraveis na produtividade (MASLE.]
et al., 2024). Esse cendrio indica que a IA deixou de ser um campo puramente experimental

para se tornar uma forca transformadora e presente na sociedade contemporanea.

2.3 Os Desafios Eticos da Inteligéncia Artificial

A ascensao da [A trouxe consigo avancos tecnologicos significativos em diversas
areas, como: saude, educacgao e transporte. No entanto, o uso extensivo dessa tecnologia

tem levantado preocupagoes éticas, especialmente em relagdo aos vieses algoritmicos e
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as implicagbes sociais de sua implementagao (JOBIN; IENCA; VAYENA, 2019). Esses
desafios decorrem, em grande parte, da forma como os sistemas de TA sdao desenvolvidos,
treinados e aplicados em contextos que podem perpetuar ou amplificar desigualdades

existentes.

Entretanto, os desafios éticos associados a IA vao além do viés algoritmico, en-
globando também questoes de transparéncia, responsabilidade e privacidade. A falta de
explicabilidade dos sistemas — conhecida como “caixa-preta” — dificulta a compreensao
dos critérios adotados nas decisoes, o que gera desconfianca entre os usuarios e complica a
responsabilizacdo dos desenvolvedores (FLORIDI et al., 2018). Ademais, o uso intensivo
de dados pessoais aumenta o risco de violagoes de privacidade, especialmente em contextos
com regulamentagao insuficiente (ZUBOFF, 2019).

Outro desafio importante é a representatividade dos dados utilizados para treinar
os algoritmos. Pesquisas indicam que modelos de TA apresentam desempenho inferior ao
processar informacoes de populagoes sub-representadas, como pessoas negras e mulheres,
por conta da predominancia de dados oriundos de grupos majoritarios (BUOLAMWINI;
GEBRU, 2018). Essa limitacdo contribui para a ocorréncia de discriminagoes em areas

sensiveis, como o reconhecimento facial, onde erros na identificacao de individuos negros

foram constatados (RAJI; BUOLAMWINI, 2019).

A responsabilidade na criacao e implementacao de sistemas de [A também merece
atencdo. A auséncia de um framework ético durante o desenvolvimento pode permitir que
os sistemas gerem impactos sociais negativos e decisdes automatizadas sem mecanismos
adequados de contestagdo (CRAWFORD et al., 2019). Essa situacao reforga a necessidade
de incorporar critérios éticos de modo criterioso, envolvendo tanto os desenvolvedores

quanto as organizagoes responsaveis.

A opacidade dos modelos, sobretudo aqueles baseados em deep learning, limita a
capacidade de auditar e corrigir decisoes inadequadas. O desenvolvimento de métodos de
explicabilidade oferece uma alternativa para revelar os processos internos desses mode-
los, aumentando a transparéncia e facilitando a responsabilizacao (DOSHI-VELEZ; KIM,
2017). No entanto, a aplicacdo préatica dessas técnicas ainda apresenta desafios técnicos

que precisam ser superados.

Por fim, a auséncia de regulamentagoes globais padronizadas agrava os desafios
éticos em IA. Iniciativas, como a Estratégia de IA da Unido Europeia (COMMISSION,
2020), apontam para a necessidade de diretrizes claras, mas hd uma lacuna entre os
principios propostos e sua implementacao pratica. Essa realidade ressalta a urgéncia de
normativas que garantam a equidade, a seguranca e a protecao dos direitos humanos no

desenvolvimento e uso dos sistemas de IA.
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2.4 Vieses Algoritmicos: Origens, Tipos e Impactos

Os vieses em TA podem surgir de diversas fontes, incluindo os dados utilizados para
treinar os modelos e as decisoes tomadas durante o design do sistema (O’NEIL, 2016).
Dados historicos frequentemente refletem desigualdades sociais, economicas e culturais,
0 que pode levar os algoritmos a reproduzir essas disparidades. Um exemplo notavel ¢é o
uso de algoritmos em processos seletivos de emprego que, baseados em dados histéricos

enviesados, desfavorecem mulheres e minorias (BINNS, 2018).

Além disso, os vieses podem ser introduzidos de forma inadvertida por desen-
volvedores que nao consideram variaveis contextuais ou culturais ao criar esses sistemas
(MEHRABI et al., 2021). Esse fenomeno reforga a necessidade de diversificar as equipes
de desenvolvimento, promovendo uma perspectiva mais ampla sobre os impactos sociais

e éticos da tecnologia.

Os vieses de agregacgao ocorrem quando dados heterogéneos sao combinados de
forma inadequada, resultando em modelos que nao refletem a diversidade da populacao.
Por exemplo, em sistemas de satde, a agregacao de dados de diferentes grupos étnicos sem
considerar variagoes bioldgicas pode levar a tratamentos menos eficazes para minorias. Um
estudo de Obermeyer et al. (2019) mostrou que algoritmos de previsao de necessidades
médicas priorizavam pacientes brancos em detrimento de pacientes negros, mesmo quando
estes ultimos tinham condigoes de satide mais graves. Esse tipo de viés também é observado
em sistemas financeiros, onde a agregacao de dados de diferentes regides pode penalizar
comunidades de baixa renda ou minorias étnicas, persistindo desigualdades economicas
(BAROCAS; SELBST, 2016). Para mitigar esses vieses, é essencial segmentar os dados em
subgrupos representativos e realizar avaliagoes de impacto especificas para cada populagao
(MEHRABI et al., 2021).

Jé os vieses de interacao com o usuario surgem quando sistemas de A apren-
dem com o comportamento dos usuarios, perpetuando esteredtipos e preconceitos. Esse
tipo de viés é comum em plataformas de midia social, onde algoritmos de recomendacao
priorizam contetido engajador, muitas vezes amplificando desinformagao ou discursos de
6dio. Pariser (2011) descreveu esse fendmeno como “filtro bolha” ou “cdmaras de eco” onde
0s usuarios sao expostos apenas a informacoes que reforgcam suas visoes pré-existentes,
levando a polarizagdo. Em sistemas de recomendacao, como os utilizados pela Netflix ou
Spotify, os algoritmos podem reforgar esteredtipos de género ou raga ao sugerir contetido
com base em padroes historicos enviesados (SURESH; GUTTAG, 2021). Para combater
esses vieses, é importante diversificar as recomendagoes e aumentar a transparéncia al-
goritmica, permitindo que os usuarios entendam e controlem como as recomendacoes sao
geradas (RAJI et al., 2020).

Por fim, os vieses comportamentais referem-se a tendéncias inconscientes ou
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padroes de comportamento humano que sao capturados e replicados por sistemas de TA.
Esses vieses podem ser introduzidos durante a coleta de dados ou através de interagoes
com os usuarios, resultando em modelos que refletem e amplificam preconceitos sociais.
Um exemplo relevante é o viés racial em sistemas de reconhecimento facial, em que mode-
los treinados com dados predominantemente de pessoas brancas apresentam taxas de erro
significativamente maiores para pessoas negras (BUOLAMWINI; GEBRU, 2018). Outro
exemplo ¢ o uso de algoritmos em processos seletivos de emprego, que podem perpetuar
discriminagao de género ou raga ao aprender com decisoes histdricas enviesadas (BINNS,
2018). Para mitigar esses vieses, é fundamental realizar auditorias regulares para iden-
tificar e corrigir problemas, além de garantir que os conjuntos de dados utilizados para
treinamento sejam representativos de todas as populagoes relevantes (MEHRABI et al.,
2021).

Esses trés tipos de vieses ilustram a complexidade dos desafios éticos na IA e a ne-
cessidade de abordagens sélidas para garantir que os sistemas sejam justos, transparentes
e responsaveis. A combinacao de praticas consolidadas de governanga de dados, diversi-
dade nas equipes de desenvolvimento e regulamentagoes claras é essencial para mitigar os

impactos negativos desses vieses e promover uma IA ética e inclusiva.

2.5 Estratégias para Mitigacao dos Vieses

A mitigacio dos vieses na IA requer uma abordagem multifacetada. E fundamental
implementar praticas consolidadas de governanca de dados, desenvolver frameworks éticos
e promover auditorias regulares nos sistemas de A para identificar e corrigir possiveis
problemas (RAJI et al., 2020). Além disso, é essencial educar os desenvolvedores e demais
stakeholders sobre ética na tecnologia, incentivando um design que considere os impactos

sociais e garanta maior responsabilidade.

Para tanto, politicas claras devem ser estabelecidas para a coleta, armazenamento
e utilizagao dos dados. Estudos apontam para a importancia de adotar padroes globais na
governanca de dados, assegurando que os conjuntos utilizados para treinar modelos de TA
sejam representativos e minimizem a introdugao de vieses (JOBIN; IENCA; VAYENA
2019). A implementagao de controles internos e auditorias periédicas, conforme sugerido
por Raji et al. (2020), é importante para monitorar e corrigir possiveis desvios nos pro-

CEeSSO0s.

A capacitacao dos profissionais envolvidos no desenvolvimento e implementacao
de sistemas de TA é outro aspecto fundamental. Programas de treinamento que integrem
aspectos técnicos e as implicagoes sociais das tecnologias emergentes podem ampliar a
consciéncia sobre os riscos associados a decisdes automatizadas (CRAWFORD et al.,

2019). Essa formacao contribui para a criacdo de um ambiente de inovagao que priorize
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praticas responsaveis e a transparéncia nos processos.

A transparéncia dos algoritmos também desempenha um papel importante na miti-
gacao dos desafios éticos. Técnicas de explicabilidade, conforme discutido por Doshi-Velez
e Kim (2017), permitem uma compreensao mais aprofundada dos mecanismos internos
dos modelos de TA. Essa clareza nao so facilita a identificacao de vieses e erros, como
também fortalece a confian¢a dos usuarios e a eficacia das auditorias, proporcionando

uma base sélida para ajustes e melhorias continuas.

Por fim, a integragdo de politicas publicas e regulamentacoes é indispensavel para
alinhar o desenvolvimento da IA com principios éticos e de justica social. Iniciativas
como a Estratégia de TA da Unido Europeia demonstram a necessidade de normativas
que garantam a equidade e a protecao dos direitos individuais (COMMISSION, 2020).
A cooperagao entre governos, setor privado e academias cientificas pode estabelecer um
ambiente regulatorio que sustente a inovagao responsavel e promova a inclusao no uso das

tecnologias emergentes.



3 Mapeamento Sistematico da Literatura

Com o objetivo de compreender os desafios éticos associados aos vieses em algo-
ritmos de IA, este estudo é a realizacdo de um mapeamento sistematico da literatura
(MSL). Para isso, serao examinadas publicagoes cientificas e académicas relevantes bus-
cando mapear aspectos como os principais autores, paises, instituicoes, palavras-chave,
tipos de estudos e trabalhos mais influentes, além de analisar a evolucao temporal das

publicacoes.

3.1 Classificacao Metodoldgica

O estudo dos desafios éticos associados aos vieses em algoritmos de [A exige uma
abordagem metodoldgica estruturada para garantir uma andlise ampla. A classificacao
metodologica deste estudo é definida conforme sua natureza, abordagem, objetivos e pro-

cedimentos técnicos.

Esta pesquisa é aplicada, pois busca investigar os desafios éticos relacionados aos
vieses em algoritmos de IA e analisar como a literatura tem tratado essas questoes. O
foco esta na identificacdo e analise dos dilemas éticos, bem como na sistematizacao dos
resultados obtidos, fornecendo uma base sélida para futuras pesquisas (JOBIN; IENCA;
VAYENA, 2019; CRAWFORD, 2021).

A abordagem metodologica adotada é quantitativa, justificando-se pela complexi-
dade do tema e pela necessidade de compreender as percepgoes e implicagoes dos vieses
algoritmicos em diferentes contextos. A andlise quantitativa envolve a coleta e categori-
zacao de dados a partir dos estudos selecionados, registrando informagoes na ferramenta
Parsifal ', utilizada para realizar revisdes e mapeamentos sisteméaticos. Trata-se de uma
ferramenta que auxilia na organizacao e classificacdo dos estudos, contribuindo para a
consisténcia metodolégica do trabalho (KITCHENHAM; CHARTERS, 2007).

Apos a selecdo dos estudos, um formulério é preenchido e estruturado, contendo
categorias como: tipos de estudo, ano de publicacao, etc. Esse processo assegura uma
coleta de dados padronizada, permitindo comparacoes e analises sobre as publicagoes a
respeito dos vieses na IA (BUOLAMWINI; GEBRU, 2018).

Os objetivos desta pesquisa sao exploratérios e descritivos. Primeiramente, o es-
tudo explora a literatura existente para mapear os principais autores, anos da publicacao,
paises, tipos de publicacao, palavras-chave e as métricas de citagdo nos estudos associados.

Em seguida, descreve essas informagoes e analisa como diferentes estudos e tendéncias

L <https://parsif.al />
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podem contribuir para o avanco e melhorias para a mitigagao dos impactos dos vieses
algoritmicos (FLORIDI et al., 2018).

O mapeamento sistematico da literatura é conduzido por meio de um conjunto de
procedimentos bem definidos, que incluem: planejamento, execucdo da busca em bases
utilizando uma string de busca refinada, aplicacao dos critérios de inclusao e exclusao,
obtencao e analise dos dados selecionados e sintese dos resultados obtidos. Esse método
possibilita a identificacdo das principais tendéncias, lacunas e contribui¢oes académicas,
garantindo uma visao fundamentada da producao cientifica existente. O mapeamento
segue critérios de inclusao e exclusao, assegurando a selegao dos estudos analisados. Esse
processo serve como base para a compreensao dos desafios e para a proposi¢ao de dire¢oes

futuras de pesquisa e praticas voltadas a mitigacao de vieses em TA (RAJI et al., 2020).

Esta pesquisa aplicada, de abordagem quantitativa e com objetivos exploratorios
e descritivos, utiliza o MSL para investigar os desafios éticos relacionados aos vieses em
algoritmos de IA. A estrutura metodoldgica adotada garante uma anélise do tema, con-
tribuindo para a compreensao e servindo como base para o debate de busca por solucoes

que tornem a IA mais transparente, equitativa e responsavel.

3.2 Plano Metodologico Adotado

O MSL ¢é uma metodologia que busca organizar, classificar e sintetizar a produgao
cientifica em um determinado campo de estudo. Diferente da revisao sistemética, que se
aprofunda na anélise de evidéncias para responder a questoes especificas, essa abordagem
tem como objetivo fornecer uma visao geral sobre o panorama atual, identificando ten-
déncias, lacunas e padrdes na literatura (KITCHENHAM, 2004). Amplamente utilizado
em areas complexas e multidisciplinares, como a A, sua aplicacdo permite investigar de

forma estruturada os desafios éticos e os vieses algoritmicos.

Segundo Kitchenham e Charters (2007), o mapeamento sistematico segue um pro-
cesso estruturado dividido em trés fases principais: planejamento, conducao e sintese dos
resultados. Na fase de planejamento, sdo definidos os objetivos da pesquisa, as questoes a
serem investigadas e o protocolo metodolégico, incluindo os critérios de inclusao e exclusao
dos estudos. Nessa etapa, também sao selecionadas as bases de dados a serem consultadas

e as estratégias de busca utilizadas para garantir a abrangéncia e a reprodutibilidade da
pesquisa (PETERSEN et al., 2008).

A fase de conducao envolve a execucao da busca nas bases selecionadas, a aplicagao
dos critérios de inclusao e exclusdo, a categorizacao dos estudos e a extracao dos dados
relevantes. Para garantir a qualidade e a confiabilidade da analise, essa etapa pode incluir
a revisao por pares e a organizacao dos resultados em tabelas ou graficos, facilitando a
identificagdo de padroes e lacunas na literatura (BRERETON et al., 2007). Além disso,
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a categorizagao dos estudos permite compreender quais metodologias tém sido aplicadas

e quais desafios éticos sao mais frequentemente abordados no contexto dos vieses em IA.

Por fim, a fase de sintese dos resultados consiste na estruturagao e apresentagao
dos achados do mapeamento de forma estruturada, destacando as tendéncias identifica-
das, as lacunas na pesquisa e as oportunidades para estudos futuros. A transparéncia no
relato é essencial para que outros pesquisadores possam reproduzir ou expandir o estudo,
contribuindo para a consolidagao do conhecimento na drea (OKOLI, 2015). Além disso,

os resultados podem fornecer subsidios para a formulacao de diretrizes éticas e estratégias
de mitigacao de vieses em algoritmos de TA (JOBIN; IENCA; VAYENA, 2019).

Dessa forma, o mapeamento sistematico se apresenta como a metodologia escolhida
para compreender a evolucao das discussoes sobre ética e viés em [A, fornecendo uma base
estruturada para futuras investigagoes e no desenvolvimento de praticas mais responsaveis

no uso dessas tecnologias.

Figura 1 — Fases da pesquisa
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3.3 Fase de Planejamento

3.3.1 Identificacdo da necessidade de realizar o mapeamento sistematico

Conforme ilustrado na Figura 1, a fase de planejamento inicia-se com a identifica-

¢ao da necessidade de realizar uma revisao ou mapeamento da literatura. Esse processo é
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fundamental para consolidar e sintetizar o conhecimento existente sobre um determinado
tema. Segundo Felizardo (2017), essa etapa é essencial para garantir uma visao abrangente

do estado da pesquisa e identificar lacunas que justifiquem novos estudos.

No contexto deste trabalho, a etapa de planejamento envolveu a defini¢ao da area
de pesquisa e a delimitagdo do tema a ser analisado e apresentado. Com o objetivo de
delinear o escopo da pesquisa, foi iniciada esta jornada com a leitura do capitulo 27.3 — The
Ethics of AI — do livro Artificial Intelligence: A Modern Approach (RUSSELL; NORVIG,
2020). Essa leitura preliminar proporcionou uma visao ampla sobre os multiplos subtemas
relacionados a ética em ITA. Durante discussoes subsequentes, identificou-se como area de
interesse as questoes de justica e transparéncia na [A, aspectos que despertaram maior

curiosidade e relevancia para o estudo.

Prosseguiu-se com a leitura do artigo A Survey on Bias and Fairness in Machine
Learning (MEHRABI et al., 2021), que aprofundou a compreensdao sobre os diferentes
tipos de vieses presentes na IA. Este artigo destacou trés categorias principais de vieses:
Data to Algorithm, Algorithm to User e User to Data. Dentro dessas categorias, foram
selecionados subtipos especificos para direcionar a pesquisa, incluindo Aggregation Bias,
Algorithmic Bias, Behavioral Bias, User Interaction Bias, Emergent Bias, Historical Bias

e Population Bias.

Dentre estes, foi priorizado o estudo dos tipos de vieses: Aggregation Bias, User
Interaction Bias e Behavioral Bias. Essa priorizagao foi definida empiricamente apods a
analise inicial, que revelou estes vieses como particularmente relevantes devido a comple-
xidade de seu conteido conceitual, a magnitude de seu impacto em aplicagoes praticas
e a diversidade de suas formas de manifestacdo. A partir dessa defini¢ao, foi conduzida
uma busca exploratoria por artigos focados nesses subtipos, selecionando de dois a trés
estudos para cada viés. A andlise desses artigos permitiu categorizar a manifestacao dos

vieses e identificar padroes e desafios éticos associados.

Com base nessas descobertas preliminares, foi realizada uma busca inicial utili-
zando uma string simples, que contemplava os principais conceitos identificados. Essa
busca permitiu avaliar a abrangéncia das publica¢oes disponiveis e definir os proximos

passos da investigacao, assegurando um mapeamento consistente e direcionado.

A metodologia adotada seguiu uma abordagem em camadas para a selecao dos es-
tudos. Inicialmente, as palavras-chave foram analisadas para uma triagem preliminar. Em
seguida, os resumos dos estudos foram avaliados para determinar sua relevancia. Aqueles
que continuaram pertinentes passaram por uma leitura mais detalhada da introducao e da
conclusdao. Somente os estudos que demonstraram real alinhamento com o tema ao longo
dessas etapas foram lidos integralmente. Esse processo de selegao e andlise confirmou a

necessidade de realizar um MSL.
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3.3.2 Definicao do problema e questdes de pesquisa

A TA tem se mostrado uma ferramenta poderosa para transformar setores como
saude, educacao, financas e justica. No entanto, sua aplicagao tem revelado desafios éticos
significativos, especialmente relacionados aos vieses algoritmicos, que podem perpetuar ou
amplificar desigualdades sociais existentes. Esses vieses surgem de diversas fontes, como
dados desbalanceados, falhas no design dos algoritmos e a falta de diversidade nas equipes
de desenvolvimento, resultando em decisées injustas ou discriminatérias (OBERMEYER
et al., 2019; SELBST et al., 2019).

Diante desse cenario, o ponto central deste trabalho reside no mapeamento dos
desafios éticos no contexto de vieses em algoritmos de TA, com foco na identificacao de
tendéncias de publicacoes, autores relevantes e na compreensao dos impactos dos vieses

nas diferentes areas de aplicacao.

A questao de pesquisa que guia este estudo é: “Quais os principais desafios éticos
associados aos vieses de agregacao, de interagao com o usudario e comportamental em
algoritmos de TA atualmente?”. Essa questao busca identificar e organizar, por meio de
um mapeamento sistematico da literatura, as principais informagoes sobre desafios éticos
associados aos vieses em algoritmos de A atualmente, com foco nos seguintes pontos

principais:

- Identificar os autores e grupos de pesquisa mais produtivos na area, a fim de
mapear os principais polos de producao de conhecimento sobre vieses algoritmicos e ética
em TA.

- Analisar a evolucao temporal das publicacoes, identificando os periodos de maior

producao cientifica e diagnosticando o crescimento do interesse académico sobre o tema.

- Mapear os principais paises e regioes de origem das publicagoes, analisando a
distribuicao geografica da producao cientifica e identificando os focos de pesquisa inter-

nacionais.

- Identificar os focos tematicos e as frentes de pesquisa, analisando a frequéncia
e a evolugao das palavras-chave para diagnosticar mudancas de enfoque no debate sobre

vieses em [A.

- Classificar os tipos de estudos predominantes, como artigos de periddicos e de
conferéncia, a fim de determinar os principais canais de disseminacdo do conhecimento e

a maturidade do campo de pesquisa.

- Identificar os trabalhos mais citados e influentes, analisando suas contribuicoes

tedricas e conceituais para compreender como moldaram o debate sobre vieses e ética em

IA.

A investigacdo desses aspectos é fundamental para avancar no entendimento do
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cenario atual de pesquisa em torno da IA, oferecendo insights que podem orientar politicas
publicas, regulamentagoes e praticas de desenvolvimento tecnolégico. Dessa forma, este

estudo contribui para o debate académico.

3.3.3 Definicao da string de busca

A construgao da string de busca é uma etapa importante da metodologia, projetada
para garantir uma recuperacao de estudos que fosse ao mesmo tempo abrangente e precisa.
A estratégia adotada baseou-se na combinacao de trés blocos conceituais distintos por

meio de operadores booleanos, conforme detalhado na Tabela 1.

Bloco ID | String de Busca
Dominio | SB1 | ((“Inteligéncia Artificial” OR “IA” OR “Artificial Intelligence” OR “Al”) AND
Problema | SB2 | (“Desafios Eticos” OR “Ethical challenges” OR “Viés” OR “Bias”) AND
SB3 | ((“Agregacdo” OR “Aggregation”) OR
(
(

Foco SB4 | (“Interacao com o Usuédrio” OR “User Interaction”) OR
SB5 | ( “Comportamental” OR “Behavioral” ) ) )

Tabela 1 — Strings de busca utilizadas na pesquisa.

« Primeiro Bloco (Dominio): Estabelece o campo geral da IA (SB1). O uso de
sinénimos e siglas em portugués e inglés (“Inteligéncia Artificial”, “AI”) teve como

objetivo maximizar a cobertura e incluir publicacoes em ambos os idiomas.

« Segundo Bloco (Problema): Refina a busca para o contexto do problema (SB2),
exigindo a presenca de termos relacionados a “vieses” ou “desafios éticos”. Este passo

garante a relevancia tematica dos artigos recuperados.

o Terceiro Bloco (Foco Especifico): Direciona a pesquisa para os tipos de vieses
focado neste estudo (SB3, SB4, SB5). Os termos “Agregacao”, “Interagdo com o
Usuario” e “Comportamental” foram conectados pelo operador OR para assegurar
que qualquer artigo que abordasse ao menos um dos vieses de interesse fosse incluido

na selecao inicial.

Essa estrutura (IA) AND (Viés) AND (Tipo de Viés Especifico), é uma forma
de fechar o escopo para que os resultados sejam pertinentes, pois dessa forma cada es-
tudo recuperado deve, obrigatoriamente, conter um termo de cada um dos trés pilares

conceituais.

3.3.4 Definicao dos critérios de selecao

Os critérios de inclusao e exclusao sao utilizados para guiar a selecao de estudos

nesta pesquisa. Eles definem as caracteristicas necessarias para a incorporacao de tra-
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balhos e as razoes para sua exclusao, assegurando que os estudos selecionados estejam

alinhados com os objetivos da pesquisa. Os critérios desta pesquisa sao:

3.3.4.1 Critério de Inclusao

Foi definido um tnico e abrangente critério de inclusao para estabelecer o foco
tematico central da pesquisa. Este critério garante que todas as publicagoes selecionadas
estejam diretamente alinhadas com o escopo do trabalho, que é a investigacdo dos vieses

abordados neste trabalho.

Cédigo | Critério de Inclusao
CI-1 O trabalho aborda ao menos um dos vieses (comportamental, de agregagao
e de intera¢do com o usuério).

Tabela 2 — Critério de Inclusdo.

3.3.4.2 Critérios de Exclusao

Os critérios de exclusao foram aplicados de forma sequencial para refinar a amostra,
removendo estudos que, embora recuperados pela string de busca, nao eram adequados

para a analise aprofundada. Sendo eles:

Cddigo | Critérios de Exclusao

CE-1 O trabalho nao aborda sobre os vieses.

CE-2 O trabalho nao esta no idioma de inglés, portugués ou espanhol.
CE-3 O trabalho esta duplicado.

CE-4 O trabalho foi publicado h& mais de quatro anos.

CE-5 O trabalho nao esta disponivel na Scopus.

CE-6 O trabalho nao tem a versao completa disponivel.

CE-7 O trabalho é um conjunto de estudos.

Tabela 3 — Critérios de Exclusao.

Cada critério desempenhou uma fungao especifica na filtragem:

« Relevincia Tematica (CE-1): Este é o filtro mais importante, agindo como o
inverso do critério de inclusao. Ele exclui artigos que, apesar de conterem as palavras-

chave, nao possuem como foco principal a andlise de vieses.

« Escopo Temporal e Linguistico (CE-2 e CE-4): Para garantir a contempo-
raneidade da analise, foi estabelecido um limite temporal, excluindo trabalhos pu-
blicados ha mais de quatro anos (ou seja, antes de 2021). J& o critério de idioma

assegurou que os estudos estivessem em linguas acessiveis para a analise.

« Acessibilidade e Formato (CE-3, CE-5, CE-6 e CE-T7): Estes critérios ga-

rantem a viabilidade da analise. Foram descartados trabalhos cujo texto completo
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nao pode ser obtido ou que nao estavam disponiveis na base de dados Scopus apods
a verificacao, bem como aqueles que nao eram publicagoes primarias completas ou

eram algum tipo de compilado de estudos.

3.4 Fase de Execucao

3.4.1 Identificacdo dos estudos utilizando a string de busca

A primeira etapa da fase de execugdo consistiu na identificacdo dos estudos por
meio da aplicagdo da string de busca definida nas etapas anteriores. Para garantir a
abrangéncia da pesquisa, a busca foi realizada na base de estudos Scopus. Ao rodar a
string de busca no Scopus, retornaram 814 estudos iniciais, que foram exportados para a

ferramenta parsifal, para facilitar a etapa de selecao.

3.4.2 Selecdo dos estudos

Apo6s a identificacao inicial dos estudos, estes foram submetidos a um processo de
selecao criterioso e sistematico, baseado nos critérios de inclusao e exclusao previamente
estabelecidos. O objetivo desta fase foi refinar o conjunto de artigos, garantindo a ma-
xima relevancia e alinhamento com os objetivos da pesquisa. A selecao foi estruturada da

seguinte forma:

o Triagem por Titulo e Resumo: Nesta fase inicial, o titulo e o resumo (abstract)
de cada artigo foram examinados para uma primeira avaliacdo de elegibilidade. O
estudo era imediatamente aprovado para a préxima etapa se o resumo indicasse
claramente o seu alinhamento, rejeitado se indicasse o contrario ou caso caisse em

algum outro critério de exclusao.

o Critério de Desempate: Nos casos em que a andalise do resumo se mostrou am-
bigua ou insuficiente para tomar uma decisao segura sobre a inclusao ou exclusao,

recorreu-se a leitura da introdugao do artigo.

Os artigos que nao atenderam aos critérios em qualquer uma das etapas foram des-
cartados, e o motivo da exclusao foi devidamente registrado para garantir a transparéncia

do processo metodologico.

3.4.3 Coleta dos dados através do formulario

A coleta dos dados foi realizada por meio de um formulario de extragao. Este
formulério foi criado como um instrumento metodoldgico projetado para capturar as in-

formagoes necessarias para responder a cada um dos objetivos de pesquisa definidos no
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inicio deste estudo. Cada campo do formulario foi pensado para fornecer os dados brutos

para possiveis analises subsequentes.

Para o mapeamento da producao cientifica, por exemplo, o formulario incluiu
campos como autor, afiliacao, ano e pais de publicacao, tipo e fonte da publicacao. Para
a analise de impacto, o campo “Métrica de citacao do estudo”, ja para a andlise teméatica
e conceitual, que constitui o cerne desta pesquisa, foram extraidos os campos “Palavras-
chave”, “Areas de aplicacio” e, de forma central, o “Viés abordado”. A lista completa dos

campos coletados foi a seguinte:

e Autor do estudo;

e Ano de publicacgao;

» Pais de publicacgao;

« Fonte de publicacao;

« Afiliacao;

« Palavras-chave;

» Tipo de publicagao;

o Métrica de citagao do estudo;
o Area de aplicacio:

e Viés abordado.

A execugao desta coleta foi conduzida utilizando a ferramenta Parsifal para cen-
tralizar as informacoes de cada estudo selecionado, por meio do preenchimento da aba de

formuléario de dados disponivel na plataforma.

3.5 Fase de Sintese

Esta etapa foi realizada a partir da exportacao dos artigos previamente selecio-
nados e com os dados extraidos no Parsifal para uma planilha, que serviu de base para
a visualizacao e andlise. A sistematizagdao dessas informacoes foi essencial para possibili-
tar a identificacao de padroes e recorréncias similares, bem como para destacar lacunas
tematicas. Em seguida, a base foi integrada aos softwares Looker Studio e VOSviewer,
por meio dos quais foram geradas visualizagoes interativas e andlises bibliométricas que

facilitaram a visualizacao dos resultados e o aprofundamento das interpretagoes.
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A partir da categorizagao dos dados extraidos, foi possivel construir um entendi-
mento mais fundamentado sobre o panorama atual das pesquisas relacionadas aos vieses
em algoritmos de TA. As abordagens mais recorrentes foram identificadas com base na
frequéncia de ocorréncia dos diferentes tipos de viés, nos principais autores, nas areas de
aplicagdo predominantes (como satude, seguranga publica e sistemas de recomendacao) e
na distribuicao temporal das publicagoes. Os dados foram organizados de forma estru-
turada, permitindo analises estatisticas e visuais que revelaram padroes de coocorréncia

entre palavras-chave e tendéncias na evolucao do debate ético ao longo dos anos.

A partir das visualizagoes produzidas, como tabelas, grafico de bolha, mapas de
calor e graficos de distribuicao, foi possivel mapear as contribui¢des consolidadas na lite-
ratura, além de evidenciar areas ainda pouco exploradas ou com baixa representatividade,

sinalizando lacunas relevantes para investigacoes futuras.
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O objetivo deste capitulo é organizar e sintetizar as informagoes coletadas, correla-
cionando os dados obtidos na etapa de extracao com as questoes éticas e os tipos de vieses
presentes em algoritmos de TA. A andlise foi estruturada a partir dos artigos selecionados,
sendo complementada por visualizagoes graficas que possibilitaram a identificacao de pa-
droes, tendéncias e lacunas na literatura. A seguir, sao descritos os resultados alcancados
na fase de sintese do MSL.

4.1 Resultado da Selecao dos Estudos

A partir da strings de busca definidas na Tabela 1, foi realizada a selecao dos
estudos com base nos critérios de inclusao e exclusao estabelecidos. Essa busca resultou
na identificacao de 814 artigos provenientes da utilizacao dessa string de busca. Os do-
cumentos coletados passaram, entao, por uma etapa de triagem, na qual foram avaliados

quanto a elegibilidade.

Figura 2 — Porcentagem de publicagoes pos selecao

@ Aceito
@ Excluido
@ Duplicado

Fonte: Autor

Conforme apresentado na Figura 2, do total de artigos coletados, 457 foram aceitos

para as etapas seguintes da analise, representando 56,17% do conjunto inicial de estudos.
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Por outro lado, 350 publicagoes (42,99%) foram rejeitadas por atenderem aos critérios
de exclusdo, enquanto 7 artigos (0,86%) foram descartados por se tratarem de trabalhos
duplicados. Esses nimeros demonstram a abrangéncia do processo de filtragem e assegu-
ram que a amostra analisada nesta pesquisa é composta por trabalhos relevantes e nao

redundantes.

Figura 3 — Publicacoes excluidas por c6digo do critério
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Fonte: Autor

Para compreender os fatores que levaram a essa taxa de exclusao, a Figura 3 deta-
lha a quantidade de vezes em que cada critério de exclusao foi aplicado. A andlise revela
que dois critérios foram predominantes na filtragem dos trabalhos. O principal motivo
para a exclusao foi o critério CE-4 (O trabalho foi publicado hd mais de quatro anos),
respondendo por mais de 200 artigos e demonstrando um foco deliberado em contribuig¢oes
recentes. Em seguida, o critério CE-1 (O trabalho ndo aborda sobre os vieses) destacou-se
como o segundo filtro que mais cortou publicagdes de serem incluidas no mapeamento,
sendo responsavel pela exclusao de aproximadamente 125 estudos que, embora pudessem
tangenciar o tema de [A, nao se aprofundavam na questao dos vieses. Os demais critérios
tiveram um impacto consideravelmente menor no processo. Entretanto, a aplicagao dos
critérios de escopo temporal (CE-4) e de relevancia tematica (CE-1) foi decisiva para
refinar o conjunto inicial de 814 artigos, garantindo que a amostra final de 457 trabalhos
seja nao apenas relevante dentro do tema de vieses e atual, mas também alinhada com os

objetivos desta pesquisa.
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4.2 Resultado dos Indicadores Quantitativos

4.2.1 Principais autores

Com o intuito de responder ao que foi proposto no objetivo 1, realizou-se uma ané-
lise da atuacdo dos autores no campo dos vieses algoritmicos, buscando destacar aqueles
que vém contribuindo de forma recorrente para o avanco do debate. A investigacdo con-
siderou tanto a recorréncia de publicagoes por autor quanto os temas abordados em suas
produgdes, permitindo uma visao mais qualificada do engajamento dos pesquisadores com

a tematica.

Conforme apresentado na Figura 4, observa-se uma concentracao de autores com
apenas uma publicagdo, o que pode indicar a natureza ampla e interdisciplinar do campo.
Ainda assim, a presencga de um nucleo reduzido de autores com produgoes recorrentes pode
sugerir a existéncia de grupos especializados ou linhas de pesquisa mais consolidadas em

torno da temaéatica.

Figura 4 — Distribuicao da quantidade de artigos por autor
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Fonte: Autor

A Figura 5 detalha os autores com maior niimero de publicacoes na base analisada.
Cass R. Sunstein aparece como o nome mais recorrente, seguido por autores como Yuxuan
Hu, Weihua Li e Shiging Wu, entre outros. A frequéncia com que esses autores aparecem
sugere um envolvimento mais marcante com a tematica dos vieses, principalmente pelo
Cass R. Sunstein, que tem 4 publicagoes. Esses autores com 2 publicagoes possivelmente
indicam a existéncia de redes de colaboracao ou linhas institucionais de pesquisa que

tratam dos impactos éticos da inteligéncia artificial.
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Figura 5 — Autores com maior niimero de publicagoes
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Para além da frequéncia de publicac¢oes, analisou-se também o recorte tematico
dessas produgoes, com foco nos tipos de viés abordados. A Figura 6 apresenta essa relagao,
permitindo identificar padroes de especializacdo entre os autores. Observa-se que muitos
dos nomes mais recorrentes concentram suas investigagoes no viés comportamental, como
é o caso de Cass R. Sunstein, enquanto outros, como Yuxuan Hu e Mengyan Wang,

distribuem suas contribuigoes entre diferentes categorias de viés.

Figura 6 — Tabela de publicagdo de autores por viés

Vies / Publicagdo

Autor Viés comportamental Viés de agregagao Viés de interagdo com usuario
Sunstein, Cass R. _ - _
Rakovic, Mladen 2 R R
Levkovich, Inbar 2 - -
Bosch, Nigel 2 1 -
Wang, Mengyan 2 - 2
Hu, Yuxuan 2 - 2
Wu, Shiging 2 - 2
Li, Weihua 2 - 2
Bai, Quan 2 - 2
Yuan, Zihan 2 - 2

Fonte: Autor

A predominéancia do viés comportamental entre os autores mais engajados evi-
dencia uma atencao particular da comunidade cientifica aos efeitos que os sistemas de

IA podem ter sobre padrdes sociais e decisdes humanas. Essa énfase tematica pode estar
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presente em areas, como: justica algoritmica, politicas publicas e plataformas de reco-
mendacao. Ainda que este trabalho nao tenha explorado diretamente as redes formais
de colaboragao, a recorréncia de determinados autores e a semelhanca tematica de suas
publicagoes indicam possiveis vinculos académicos ou atuagdo em grupos organizados de

pesquisa.

Em sintese, os dados sugerem um campo em processo de avanco, no qual a con-
tribuicao de autores recorrentes tem papel central na estruturagao e aprofundamento do
debate ético sobre vieses algoritmicos. A andlise aqui proposta reforca a importancia de se
considerar nao apenas a quantidade de publica¢oes, mas também a continuidade teméatica

e a diversidade de abordagens dos pesquisadores envolvidos.

4.2.2 Tendéncias temporais das publicacoes

Para atender ao objetivo 2, realizou-se uma anélise da distribui¢ao anual das publi-
cacoes identificadas, considerando também as areas de aplicagado abordadas nos estudos.
Essa abordagem visa oferecer uma visao panoramica da evolugao do debate sobre os vieses
algoritmicos ao longo do tempo, bem como dos contextos nos quais ele tem sido explorado.
Levando em consideragao que a string de busca foi usada para recuperar os artigos no
inicio de 2025, dessa forma, em alguns graficos o nimero de artigos pode parecer menor,

e de fato é, porém faz sentido pelos poucos meses de 2025 quando a busca foi aplicada.

Figura 7 — Publicagoes pelo tipo de viés por ano
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Fonte: Autor

Conforme ilustrado na Figura 7, observa-se um crescimento gradual no nimero
de publicacoes a partir de 2021, com um aumento mais acentuado nos anos de 2023 e,
especialmente 2024, que concentrou o maior volume de estudos no periodo analisado.
Reafirmando que, embora a busca tenha sido realizada no inicio de 2025, o ntmero ja
registrado sugere continuidade no interesse pela tematica. Essa trajetoria ascendente pode
estar relacionada a consolidacao gradual do interesse académico pelo tema, bem como o
reconhecimento crescente da importancia dos vieses em sistemas baseados em inteligéncia

artificial.
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Figura 8 — Publicacoes por area de aplicagao
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Fonte: Autor

A Figura 8 complementa esse panorama ao demonstrar como as publicagoes se
distribuiram entre diferentes areas de aplicagdo. Observa-se que, ao longo dos anos, os
estudos sobre vieses passaram a abranger um espectro mais amplo de dominios, com des-
taque para areas como medicina, inteligéncia artificial, saide mental, educacao e sistemas
de decisao automatizada. O ano de 2024, em particular, apresentou nao apenas um pico
no volume total de publica¢oes, mas também uma diversificacdo mais expressiva nas areas

contempladas, o que pode indicar a expansao do debate para contextos mais variados.

Esses dados podem sugerir um movimento gradual de consolidagdo tematica, no
qual a discussao sobre vieses algoritmicos comecga a ocupar espacos interdisciplinares. Por
fim, apesar de oscilagoes pontuais ao longo dos anos, a tendéncia geral identificada é de
fortalecimento do tema na literatura recente. Tal movimento pode estar associado a in-
tensificacdo do uso de tecnologias baseadas em A em setores sensiveis e a consequente
demanda por mecanismos que promovam maior transparéncia, equidade e responsabili-
dade algoritmica (MITTELSTADT et al., 2016; MEHRABI et al., 2021).

4.2.3 Principais paises e regioes responsaveis pelas publicacoes

Com o objetivo de aprofundar a analise proposta no objetivo 3, realizou-se um
mapeamento geografico com base nos paises de publicacao dos artigos presentes na base
de dados. Essa etapa buscou identificar a distribuicao espacial da producao cientifica
sobre os desafios éticos associados aos algoritmos, permitindo visualizar em quais paises

o debate tem-se concentrado de forma mais significativa.
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Figura 9 — Intensidade de publicacoes por paises
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A Figura 9 mostra uma maior densidade de publicagoes concentrada nos Estados
Unidos, porém, embora o mapa de calor ndo permita inferéncias causais, a densidade
observada em algumas regioes pode estar relacionada a fatores como maior volume de
produgao cientifica registrada ou presenca de centros de pesquisa ativos na tematica.
Paises europeus como Reino Unido, Alemanha, Franca, Paises Baixos e Italia também
apresentam participacao significativa, o que pode refletir o envolvimento de ecossistemas
de pesquisa ja consolidados em debates sobre regulagéo e governanga algoritmica (Council
of Europe, 2021). Entretanto, é importante explicitar que a limitagdo de linguagem im-
posta nos critérios de exclusao tem relagao direta com a formacgao dos graficos geograficos,
uma vez que pode direcionar a pesquisa. Explicando em parte o motivo de ter bastantes

publicagoes em paises anglofonos.

A distribuicao temporal apresentada na Figura 10 complementa esse panorama ao
mostrar como a contribuicdo de diferentes paises evoluiu ao longo dos anos. Observa-se
que os Estados Unidos lideraram a produc¢ao no periodo analisado, com um pico em 2024.
No entanto, pafses como India e China também demonstraram crescimento expressivo,
especialmente a partir de 2023. A ascensdo da India em 2024, superando paises tradi-
cionalmente mais presentes, como Alemanha e Reino Unido, sugere o fortalecimento da
participagao asidtica nesse campo de discussao (UNESCO, 2021). Contudo, é importante
notar que a vasta densidade populacional da China e da India, que representam uma

parcela significativa da populagdo mundial, é um fator crucial que nao pode ser ignorado
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ao analisar o crescimento de suas contribuigoes no grafico.

Figura 10 — Publicacoes de paises por ano
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Fonte: Autor

No caso da China, por exemplo, é possivel que o aumento no volume de publica-
¢oes esteja relacionado a estratégias nacionais de desenvolvimento tecnoldgico e inovagao,
como o plano “Made in China 2025” (WiBBECKE et al., 2016). J&4 o Japao, ainda que
com menor visibilidade na amostra, tem historicamente contribuido para discussoes sobre
confiabilidade e seguranca de sistemas inteligentes, o que pode indicar uma atuagao mais
especializada em vertentes técnicas da IA (OECD, 2019).

Além das regioes tradicionalmente mais representadas, a Figura 9 revela a pre-
senca de publicagoes provenientes da América Latina, Sudeste Asiatico, Oceania e partes
da Africa. Paises como Brasil, Indonésia, Africa do Sul e Nova Zelandia aparecem com con-
tribui¢oes pontuais, demonstrando que o interesse pelo tema dos vieses algoritmicos nao
estd restrito exclusivamente ao Norte Global. No entanto, ainda se observa uma assimetria
expressiva na distribuicao da producao cientifica, especialmente em paises africanos, cuja

presenca nos dados é bastante limitada.

Esse panorama indica que, apesar da predominancia de paises mais frequentemente
representados na base analisada, ha sinais de participacao mais distribuida entre diferentes
regides. A presenca de multiplos paises contribui para uma visdo mais abrangente sobre
a tematica, ainda que em niveis desiguais de envolvimento. Essa diversidade geografica

que comeca a emergir é fundamental para enriquecer o debate, pois traz a tona diferentes
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realidades sociotécnicas e amplia as perspectivas culturais, econdmicas e politicas sobre

os desafios éticos associados a inteligéncia artificial.

4.2.4 Frequéncia e coocorréncia de palavras-chave

O presente resultado tem como foco principal o objetivo 4. Para isso, a andlise
de palavras-chave funciona como uma ferramenta de diagnodstico, revelando o nicleo do
debate académico. A frequéncia e a coocorréncia desses termos mostram os tépicos mais
estudados e como evoluiram ao longo do tempo, sendo possivel observar mudancas de
paradigma, que indicam como a comunidade cientifica passa da simples identificacao de

um problema para uma possivel busca de solugoes.

A primeira etapa para atingir essa meta é entender o panorama geral dos conceitos
que dominam a area. O mapa de palavras-chave apresentado na Figura 11 oferece essa
visao macro, exibindo as dez palavras-chave mais frequentes nos estudos selecionados. Na
Figura 11, o tamanho e cor de cada retangulo é diretamente proporcional a frequéncia do

termo, permitindo uma identificacao visual imediata dos pilares conceituais do campo.

Figura 11 — Mapa de palavras-chave

deep learning :
6,25%

fairness : 7,69%

natural language

decision making : ~ Processing:3,85%
5,05%
ethics : 3,61%
bias : 9,38%
ai:4,57% . .
explainable ai :
3,37%

Fonte: Autor

A interpretacao imediata € a respeito do peso esmagador de termos mais técnicos. A
palavra-chave artificial intelligence (42,31%) sozinha representa quase metade do universo
conceitual. Somada a machine learning (13,94%), deep learning (6,25%), natural language
processing (3,85%) e a abreviacao ai (4,57%), os termos que descrevem a tecnologia em

si compoem cerca de 70% das palavras-chave mais frequentes. Isso indica que a discussao
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sobre vieses esta ancorada no dominio técnico, ou seja, aponta que os problemas e as
solugoes sao, em grande parte, enquadrados e investigados a partir de uma perspectiva

computacional e de engenharia.

A métrica da palavra-chave bias (9,38%) confirma que o ponto central deste es-
tudo é um dos focos nas publicagoes selecionadas, apesar de nao ser o principal. No
entanto, o que é mais revelador é a presenga de fairness (justiga/equidade), com 7,69%.
A frequéncia quase equivalente entre o problema (bias) e uma de suas principais solugoes
(fairness) sugere um amadurecimento no campo, que possivelmente olha para além da
simples identificagdo de falhas, engajando-se também na busca por resultados desejaveis.
Termos como ethics (3,61%), decision making (tomada de decisao, 5,05%) e explainable
ai (IA explicdvel, 3,37%) complementam este quadro, apontando para frentes de pesquisa
focadas nas consequéncias praticas, na governanga e na transparéncia como mecanismos

de mitigacgao.

Para ir além da frequéncia geral dos termos e compreender seu contexto de aplica-

¢ao, a Figura 12 correlaciona as palavras-chave principais com cada tipo de viés estudado.

Figura 12 — Ocorréncia de palavras-chave por viés

Palavra-chave Viés comportamental Viés de agregagdo Viés de interagdo com usudrio
artificial intelligence _ 26 27
machine learning 53 17 3
bias 38 1 7
fairness 30 11 1
deep learning 18 8 4
decision making 20 2 1
ai 16 1 3
natural language processing 15 - 1
ethics 12 3 4
explainable ai 10 4

behavioral research 13 1

cognitive bias 12

generative ai 10 2 3
behavioral economics 10 - 1

algorithmic bias 10 - 1

Fonte: Autor

Esta abordagem desvenda as afinidades entre os conceitos técnicos, éticos e os
diferentes tipos de problemas, revelando as frentes de pesquisa com maior clareza. A

analise desta correlacdo aponta para trés pontos:

O primeiro é a clara dominancia do viés comportamental, assim como em outros
resultados ja obtidos. Praticamente todas as palavras-chave, tanto técnicas quanto con-
ceituais, tém sua maior frequéncia nesta categoria. Isso sugere fortemente que este viés
¢é tratado como o problema central ou o campo de estudo mais prevalente na literatura

selecionada, servindo como o principal catalisador para as discussoes sobre vieses em TA.
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Em seguida, é possivel inferir que a tabela mostra que os conceitos éticos nao sao
aplicados uniformemente. A palavra-chave fairness, por exemplo, é proeminente nas dis-
cussoes sobre viés comportamental (30 ocorréncias) e viés de agregagio (11 ocorréncias),
mas quase desaparece quando o tema é viés de interagao com o usudrio (1 ocorréncia). Isso
indica que, provavelmente a busca por “justica” algoritmica estd mais focada em corrigir
os modelos de decisao e a representacao dos dados, e um pouco menos na interface direta
com o usuario. De forma semelhante, decision making estd quase que exclusivamente asso-
ciado ao viés comportamental, reforcando a ideia de que o foco estd em como as decisoes

automatizadas podem refletir ou induzir vieses de comportamento.

A anélise também revela afinidades entre certas tecnologias e certos problemas.
Natural language processing, por exemplo, tem uma presenca relevante em estudos de
viés de interacao com o usudrio, o que ¢ logico, ja que a linguagem ¢ o principal meio de
interacdo. Em contraste, a palavra-chave XAl (ezplainable ai) aparece associada aos vieses
comportamental e de agregacdo, mas esta ausente na interagao com o usuario. Isso pode
sugerir que a necessidade de “explicar” o modelo é fundamental em sistemas complexos
(como os de agregacao de dados) e menos em intera¢oes mais diretas, onde outros fatores

podem estar sendo mais priorizados.

4.2.5 Caracterizacao dos veiculos de publicacdo

Para atingir o objetivo 5, foi analisada a distribuicdo dos tipos de publicagao
da amostra selecionada. A Figura 13 apresenta a distribuicdo percentual desses tipos,
oferecendo uma visao clara dos formatos mais utilizados pela comunidade cientifica para

comunicar suas pesquisas.

A anélise deste grafico revela que a pesquisa sobre vieses em IA é disseminada
primariamente através de dois canais principais: artigos (presumivelmente de periddicos
cientificos) e artigos de conferéncia. Juntos, esses dois formatos compoem a esmagadora

maioria da literatura, somando um total de 80.5% de todas as publicacoes desde 2021.

A participacao de artigos como sendo a categoria mais prevalente, com 44,3% das
publicagoes, sugere uma busca por validagao rigorosa através da revisao por pares (peer
review), o que é um indicador da consolidagao e maturidade do campo. Artigos de confe-
réncia (36,2%) tém forte presenca, representando mais de um tergo das publicagoes, isso
aponta para a natureza dindmica e de rapida evolugao da area. As conferéncias permitem
uma disseminagao mais agil de novas descobertas, métodos e algoritmos, fomentando um

debate acelerado entre os pesquisadores.

A coexisténcia e o peso quase equilibrado entre estes dois tipos de publicacao
pintam o retrato de um campo de pesquisa hibrido: maduro o suficiente para valorizar a

profundidade e a consisténcia dos periédicos, porém ainda sendo dindmico, necessitando
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Figura 13 — Tipo de publicagao
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Fonte: Autor

dos canais ageis das conferéncias.

Em um outro patamar, encontram-se as revisoes (9,9%). A presenga significativa
desses artigos de revisao sinaliza que o campo pode ter acumulado um corpo de conheci-
mento substancial que demanda trabalhos de sintese e organizagdo. Os demais formatos,
como livros, notas e editoriais, representam uma fragdo menor do total, servindo prova-

velmente mais como canais de nicho para a disseminacao do conhecimento na area.

Figura 14 — Tipo de publicacao por ano
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A andlise da distribuicdo dos tipos de publicagdo ao longo dos anos, apresentada
na Figura 14, revela uma trajetéria de evoluciao do campo. E notével a tendéncia de dimi-
nuicao dos artigos de conferéncia e um crescimento correspondente na fatia dos artigos de
periddicos, especialmente. Este padrao é um indicativo classico de um campo de pesquisa,
que esta em transicao de uma fase de disseminacao rapida de ideias para uma fase que

prioriza a precisdo da revisao por pares e a profundidade analitica dos periddicos.

O insight mais perceptivel, no entanto, é o crescimento expressivo da proporcao
de artigos de revisao nos anos mais recentes, com um salto proeminente em 2024 e 2025.
Como mencionado anteriormente, esse fendmeno sugere fortemente que a area atingiu um
momento em que o acumulo de um volume de pesquisas primarias criou uma demanda
e uma necessidade por trabalhos que sintetizem o conhecimento existente, mapeiem o
territério intelectual, identifiquem consensos e apontem as lacunas para guiar pesquisas
futuras. O aumento no interesse por revisoes é, portanto, um sintoma bastante forte de que
o campo sobre vieses em [A estd entrando em uma fase de maior reflexao e consolidagao

tedrica.

Figura 15 — Tipo de publicacao por viés
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Fonte: Autor

Analisando como os canais de publicacdo se distribuem entre os diferentes tipos
de vieses na Figura 15, percebe-se que a natureza do problema pode influenciar a forma
como é comunicado. Embora o perfil seja relativamente semelhante entre as categorias,

algumas nuances se destacam.

O debate em torno dos vieses de agregacao e de interacdo com o usuario, por
exemplo, apresenta uma maior propor¢do de artigos de revisdo. A primeira vista, isso
poderia indicar que esses vieses sao os mais estudados ou os mais bem definidos do ponto

de vista técnico. No entanto, essa impressao nao se confirma ao analisarmos as métricas
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relativas ao viés comportamental. Observa-se, assim, uma lacuna importante: embora
a maior parte dos estudos estejam focados no viés comportamental, ainda sao raras as

revisoes de literatura voltadas especificamente para esse tema.

O viés de interagdo com o usudrio exibe uma fatia proporcionalmente menor de
artigos de conferéncia e uma presenga mais significativa de capitulos de livros. Esta dis-
tribuicao sugere que as pesquisas sobre a interagdo com o usuario, que frequentemente
envolvem fatores humanos, design e estudos qualitativos, podem encontrar um espago
mais adequado para seu desenvolvimento detalhado em formatos como artigos de perio-
dicos. O viés comportamental, por sua vez, apresenta o perfil mais equilibrado dentre os
trés, refletindo uma natureza ampla que abrange tanto discussoes tedricas quanto imple-

mentacoes técnicas.

4.2.6 Métricas de citacdes dos estudos

Para elencar os resultados do objetivo 6, foi realizada uma anélise com base nas

métricas de citagao dos estudos selecionados.

Figura 16 — Métricas de citacao por publicacao

Métrica de citagdo -

Publicagdo

Algorithmic bias: review, synthesis, and future research directions

0On the genealogy of machine learning datasets: A critical history of ImageNet 143
Socially responsible Al algorithms: Issues, purposes, and challenges 125
Bias and Unfairness in Machine Learning Models: A Systematic Review on Datasets, Tools, Fairness Metrics, and Identifi.. 114
Explanations Can Reduce Overreliance on Al Systems During Decision-Making 103
Al and the transformation of social science research 102
Digital Mental Health for Young People: A Scoping Review of Ethical Promises and Challenges 101
A comprehensive review and analysis of supervised-learning and soft computing technigques for stress diagnosis in hum.. 94
How cognitive biases affect XAl-Assisted decision-making: A systematic review 93
FairFed: Enabling Group Fairness in Federated Learning 92

Fonte: Autor

A andlise inicial, focada nos trabalhos de maior impacto individual, conforme a
Figura 16, revela as fundacdes conceituais do campo. E notdvel que os artigos mais citados
sao trabalhos de sintese e revisao, como “Algorithmic bias: review, synthesis, and future
research directions” (MILANO; TADDEO; FLORIDI, 2020), que obteve 299 citagoes, e
“Bias and Unfairness in Machine Learning Models: A systematic review on datasets, tools,
fairness metrics, and identification and mitigation methods” (PAGANO et al., 2023) com
114. Tsso indica que a comunidade cientifica valoriza grandemente as contribui¢bes que

organizam, definem e mapeiam o territério de pesquisa.
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Figura 17 — Soma e média de citagdes por viés
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Ao aprofundar a analise para a distribuicao de citagoes por viés, observam-se pa-
droes mais especificos. O grafico de citagoes por tipo de viés Figura 17 demonstra uma
distingao clara entre o volume de debate e o impacto relativo de cada tema. O viés com-
portamental acumula o maior volume de citagdes (soma préoxima de quatro mil), indicando
que ¢é o topico mais extensivamente discutido na literatura. Contudo, é no estudo do viés
de agregacao que os trabalhos possuem, em média, o maior impacto individual, com uma

média de quinze citagdes por artigo, superando a média de dez do viés comportamental.

Este achado sugere que, enquanto o viés comportamental constitui uma area de
pesquisa ampla e com grande produgao, o debate sobre viés de agregagao, embora menor
em volume, pode conter um ntcleo de pesquisa mais denso, com artigos marcantes de
maior influéncia relativa. A alta média de cita¢bes pode indicar que os trabalhos sobre
este tema sao mais técnicos ou fundacionais, servindo como base para um nimero maior

de outras pesquisas.

4.3 Resultados Finais

Os resultados deste mapeamento sistematico revelam uma producao cientifica em
amadurecimento, com crescente preocupacao em compreender os riscos éticos associados
aos vieses algoritmicos sob multiplas dimensoes. A andlise da autoria reforga essa per-
cepcao, ao identificar um ecossistema de pesquisa de cauda longa, com uma base ampla

de autores com contribui¢des tnicas e um nicleo pequeno e restrito de autores com mais
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publicagoes no tema. Ao entrelagar autores, areas de aplicagdo, regioes, palavras-chave,
tipos de publicacao e impacto académico, observa-se uma convergéncia de esforcos voltada
a consolida¢ao de um campo que busca nao apenas diagnosticar os vieses (especialmente
o comportamental), mas também formular respostas conceituais e metodolégicas mais

consistentes.

A prevaléncia de termos como fairness, explainable Al e decision making, aliada
ao crescimento de revisoes de literatura, indica um movimento de reflexdo e busca por so-
lugoes mais estruturadas, que nao se limitam a identificacao de falhas, mas almejam maior
transparéncia e justica algoritmica. Nesse contexto, o Brasil estd seguindo os primeiros
passos para emergir como um ator relevante entre os paises do Sul Global, contribuindo
com uma producao qualificada que, embora ainda modesta em volume, ampliaria as pers-
pectivas do debate ao inserir realidades sociotécnicas diversas, historicamente ausentes na

literatura dominante.

Essa insercao representa um passo importante na direcao de um ecossistema de
pesquisa mais plural e sensivel as desigualdades. Como contribuicdo, os resultados ofere-
cem subsidios tedricos e empiricos para pesquisadores, formuladores de politicas publicas
e desenvolvedores interessados em fundamentar praticas mais responsaveis no uso de IA.
Ao mapear padrdes e lacunas, este estudo nao apenas sistematiza o conhecimento exis-
tente, como também orienta caminhos futuros para uma agenda ética e inclusiva, mais

atenta as intersegoes entre tecnologia, justica social e diversidade global.
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Este trabalho teve como propodsito compreender os desafios éticos associados aos
vieses em algoritmos de [A, por meio de um MSL. A partir da delimitacao de trés tipos de
viés (comportamental, de agregagao e de interagdo com o usuério), buscou-se identificar
como esses vieses tém sido abordados na producao académica recente. Para isso, foram
analisadas diversas variaveis, como a area de aplicagdo da IA, o ano e o tipo de publicacao
(artigo, revisdo, conferéncia, etc.), o nimero de citagbes, as palavras-chave atribuidas
e o pais de publicacao dos estudos, em consonancia com os objetivos especificos desta

pesquisa.

Principais Resultados da Pesquisa

A anélise revelou que o viés comportamental é o mais frequentemente abordado,
com presenca expressiva em diferentes areas de aplicacao, especialmente na satde, na
educacao e nas ciéncias sociais. Esse viés estd frequentemente relacionado a palavras-
chave como ethics, decision-making, cognitive biases e transparency, o que demonstra

uma preocupacao com os impactos subjetivos e morais dos sistemas algoritmicos.

Por outro lado, os vieses de agregacao e de interacao com o usudario, embora com
producao crescente, ainda sao menos explorados na literatura, sendo o primeiro, recorren-
temente ligado a discussoes sobre qualidade de dados e estruturacao de bases, enquanto o
viés de interacdo surge em contextos mais recentes, como a popularizacdo de assistentes

virtuais e modelos generativos, apontando para um campo em expansao.

A anélise da autoria revelou um cenério de pesquisa geograficamente concentrado
nos Estados Unidos, Reino Unido, China e India. Tendo uma grande base de pesquisa-
dores, porém a grande maioria possuindo apenas uma publica¢ao na area, enquanto um
ntucleo restrito de autores detém duas ou mais publicagoes. Este pequeno nucleo de espe-
cialistas contém grande parte de suas contribuigoes voltadas ao viés comportamental, o

que evidencia o foco de especializacao dos pesquisadores mais engajados no tema.

Outro achado relevante foi a identificacao de uma intensificagdo do debate a partir
de 2023, possivelmente impulsionada pelo avango das tecnologias de TA generativa e pelo
aumento da vigilancia publica e regulatoria. Os resultados demonstram uma crescente
demanda por estudos relacionados aos vieses em IA nesse periodo, evidenciando uma fase
de consolidagao tematica e metodoldgica, marcada por abordagens mais consistentes e

aprofundadas por parte da comunidade cientifica.



61

Contribuicoes do Estudo

Como contribuicao, este estudo oferece uma visao panoramica e fundamentada
sobre o conhecimento acumulado a respeito dos vieses algoritmicos. Os resultados apre-
sentados podem servir de base para pesquisadores, formuladores de politicas ptublicas
e desenvolvedores que desejam compreender os desafios éticos, bem como identificar as

principais frentes de investigagao e as lacunas existentes na literatura.

Limitacdes da Pesquisa

A principal fragilidade reside na restri¢ao linguistica dos estudos, que foram limita-
dos aos idiomas inglés, portugués e espanhol, conforme um dos critérios de exclusao. Essa
delimitagao, embora necessaria, pode ter introduzido um viés na analise geografica, sub-
representando a produgao cientifica de paises e regides que publicam extensivamente em
outras linguas. A escolha foi uma contrapartida metodologica para garantir a viabilidade
da andlise, uma vez que a leitura dos resumos era indispensavel para a classificacao dos
tipos de viés. Dessa forma, os resultados referentes a distribuicao de publicagoes por pais
devem ser interpretados com cautela, pois podem nao refletir a totalidade da producao

cientifica global sobre o tema.

Adicionalmente, outra limitacdo metodolégica refere-se ao escopo dos dados efe-
tivamente analisados. Embora informacoes relevantes tenham sido obtidas na etapa de
extracao de dados, variaveis como a afiliacao institucional dos autores e a fonte de pu-
blicagao nao foram incorporadas na analise final. A decisao de exclui-las deveu-se a alta
complexidade para a padronizacgao e tratamento desses dados, o que demandaria um es-
forco de normalizacio léxica. E importante frisar, no entanto, que todas as demais varidveis

extraidas foram sistematicamente utilizadas para alcancar os objetivos propostos.

Recomendacdes para Trabalhos Futuros

Para trabalhos futuros, recomenda-se aprofundar a analise qualitativa dos artigos,
a fim de extrair de forma mais detalhada as nuances das estratégias de mitigacao pro-
postas. Sugere-se também a ampliacao do recorte geografico para incluir deliberadamente

perspectivas de regioes sub-representadas, especialmente da América Latina e da Africa.

A andlise das variaveis de afiliacdao institucional e fonte de publicagdo, que nao
foram exploradas neste estudo, também se apresenta como uma sugestao relevante; um
exame aprofundado desses dados poderia revelar redes de colaboracao entre instituicoes e
identificar os peridédicos e conferéncias mais influentes na disseminacao da pesquisa sobre

vieses.

Além disso, futuros estudos podem explorar a evolugao dos vieses ao longo do ciclo

de vida dos algoritmos, considerando desde o design e a coleta de dados até a aplicacao
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final e o monitoramento. Outra frente promissora é o desenvolvimento de frameworks
avaliativos que incorporem indicadores éticos e sociais, permitindo mensurar o impacto
real dos vieses nos diferentes contextos de aplicacdo. Por fim, seria relevante ampliar
o didlogo entre abordagens técnicas e criticas, promovendo pesquisas interdisciplinares
que integrem os campos da ciéncia da computacao, das ciéncias sociais e da filosofia da

tecnologia.
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